# Platform and environment requirements of a satellite quantum test of the weak equivalence principle at the $\mathbf{1 0}^{\mathbf{- 1 7}}$ level 

Christian Struckmann®, ${ }^{1,{ }^{*}}$ Robin Corgier $\odot,{ }^{2,{ }^{*}}$ Sina Loriani $\odot{ }^{3}$ Gina Kleinsteinberg $\odot{ }_{2}{ }^{1}$ Nina Gox, ${ }^{1}$ Enno Giese $\odot,{ }^{4,1}$ Gilles Métris $\odot{ }^{5}$ Naceur Gaaloul®, ${ }^{1}$ and Peter Wolf ${ }^{2}{ }^{2}$<br>${ }^{1}$ Leibniz University Hannover, Institute of Quantum Optics, Welfengarten 1, 30167 Hannover, Germany<br>${ }^{2}$ LNE-SYRTE, Observatoire de Paris, Université PSL, CNRS, Sorbonne Université, 61 avenue de l'Observatoire, 75014 Paris, France<br>${ }^{3}$ Potsdam Institute for Climate Impact Research, Member of the Leibniz Association, Telegrafenberg 31A, 14473 Potsdam, Germany<br>${ }^{4}$ Technische Universität Darmstadt, Fachbereich Physik, Institut für Angewandte Physik, Schlossgartenstraße 7, D-64289 Darmstadt, Germany<br>${ }^{5}$ Université Côte d'Azur, Observatoire de la Côte d'Azur, CNRS, IRD, Géoazur,<br>250 avenue Albert Einstein, F-06560 Valbonne, France

(Received 9 November 2023; accepted 23 January 2024; published 5 March 2024)


#### Abstract

The space-time explorer and quantum equivalence principle space test (STE-QUEST) recently proposed, aims at performing a precision test of the weak equivalence principle (WEP), a fundamental cornerstone of general relativity. Taking advantage of the ideal operation conditions for high-precision quantum sensing on board of a satellite, it aims to detect possible violations of WEP down to the $10^{-17}$ level. This level of performance leads to stringent environmental requirements on the control of the spacecraft. We assume an operation of a dual-species atom interferometer of rubidium and potassium isotopes in a double-diffraction configuration and derive the constraints to achieve an Eötvös parameter $\eta=10^{-17}$ in statistical and systematic uncertainties. We show that technical heritage of previous satellite missions, such as MICROSCOPE, satisfies the platform requirements to achieve the proposed objectives underlying the technical readiness of the STE-QUEST mission proposal.
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## I. INTRODUCTION

The fundamental physics of nature is described by general relativity (GR) and the Standard Model (SM) of particle physics [1,2]. Both theories have been separately extensively tested without showing any discrepancy but their unification remains an unresolved problem. The validity of GR at the quantum level is still unknown and the discovery of new forces beyond the SM is not excluded. Moreover, the SM accounts only for the visible matter in the Universe, while the dominant component of matter is dark and its quantum nature is still unclear. On the other hand, the SM and quantum mechanics are very successful at explaining the microscopic phenomena, but also pose fundamental questions such as the measurement problem and the quantum-classical transition. The ultimate theoretical challenge may be to construct a theory of quantum gravity that reconciles SM and GR, which may require modifying or extending one or both of these frameworks. Several quantum gravity models, unifying all nongravitational interactions with gravity predict a violation of the Einstein equivalence principle (EEP), a cornerstone of GR,

[^0]yet not a fundamental symmetry of nature. It is consequently of fundamental importance to search for possible violations of the EEP, which has three facets [3]: local Lorentz invariance, local position invariance, and universality of free fall, also referred to as weak equivalence principle (WEP). Schiff's conjecture speculates that a violation of one implies the violation of the two others [2]. If the WEP holds, the trajectory of a freely falling, uncharged test body only depends on the initial position and velocity of the test body but is independent of its mass, composition, form or spin [2]. A convenient figure of merit for all WEP tests is the Eötvös ratio $\eta$. It quantifies the differential free-fall acceleration of two test masses of different composition, thereby measuring a possible violation of the WEP. Although it is a useful tool for comparing different experiments, it cannot account for the diversity of possible underlying theories, e.g., different types of couplings depending on the source and test objects, or couplings to space-time-varying background fields other than local gravity. Thus, not only the best performance in the Eötvös ratio is required, but also a large diversity of test objects and source masses of different nature.

At what performance of a WEP test do we expect to see a violation? There is no firm and widely accepted value,
but a number of models predict violations in the $10^{-10}-10^{-22}$ region based on unification scenarios [4], supersymmetry, and dark matter [5-7], or Lorentz symmetry breaking at the Planck scale [8]. If one also takes into account cosmological inflation scenarios the possible region of WEP breaking is reduced to $10^{-10}-10^{-19}$ [7,9-11].
Much of this region (down to $10^{-15}$ ) is already excluded by experiments. A major discovery may thus be "just around the corner." Today the best result with classical test masses has been obtained with the MICROSCOPE space mission at the level of $\eta=[-1.5 \pm$ $2.3($ stat $) \pm 1.5($ syst $)] \times 10^{-15} \quad[12] \quad$ while equivalent ground tests are ultimately limited by the Earth's gravitational environment to $\eta \approx 10^{-13}$ [13,14].
Quantum tests of the WEP (Q-WEP) can be performed through matter-wave interferometry where precision measurements are obtained by mapping the physical quantity of interest (the acceleration) to a phase shift determined using interferometric techniques. Matter-wave interferometers played a key role in the development of quantum theory $[15,16]$ and have been widely used to accurately determine the fine structure constant $[17,18]$ or the gravitational constant [19,20]. Besides testing fundamental laws of nature, quantum sensors have been developed to measure inertial forces and used as gravimeters, gradiometers, and gyroscopes [21]. Furthermore, in order to exploit the enhanced sensitivity of long interrogation times, large-scale setups are currently in planning or construction for the detection of gravitational waves and dark matter [22-27]. Indeed, long free-fall interrogation times already enable a Q-WEP on ground at the level of $\eta=[1.6 \pm 1.8($ stat $) \pm 3.4($ syst $)] \times 10^{-12}$ with different atomic isotopes [28-32], made possible by the extremely low expansion energies accessible with ultracold ensembles [33-37]. Longer interrogation times of some tens of seconds being accessible in space, unlock the potential of Q-WEP tests at the level of $\eta$ in the range of $10^{-15}$ to $10^{-17}$, as explored in this paper. This outlook is supported by the significant progress made in the last decade on the technological readiness level of cold and ultracold atomic inertial sensors, as demonstrated in microgravity experiments in 0 -g flights [38-40], drop towers [36,41,42], sounding rockets [43-46], and on board the International Space Station [37,47,48].
In this article, we investigate the realistic requirements on the atom interferometer and the spacecraft platform to perform a space-borne $\mathrm{Q}-\mathrm{WEP}$ test with a dual-species atom interferometer of ${ }^{87} \mathrm{Rb}$ and ${ }^{41} \mathrm{~K}$ isotopes. In Sec. II we describe the working principle of the inertial sensor. In Sec. III we investigate the constraints on the atom interferometer environment and those on the satellite control in Sec. IV. A discussion about the feasibility of a Q-WEP satellite-borne test is discussed in Sec. V before concluding in Sec. VI.

## II. ATOM INTERFEROMETRY

## A. Principle

Dual-species atom interferometers are powerful tools for measuring differential acceleration by exploiting quantummechanical effects. In this study, we focus on a MachZehnder double-diffraction configuration [29,49-51]. The interferometric sequence of each species, denoted by $A$ and $B$, consists of three atom-light interaction pulses as illustrated in Fig. 1. A first $\pi / 2$ pulse creates a coherent quantum superposition of momentum states and leads to a spatial separation of the interferometer arms. The trajectories are then reflected by a $\pi$ pulse and finally recombined at a final $\pi / 2$ pulse. In between the pulses, each superposition freely evolves for a duration $T_{i}$ and accumulates a phase leading to a final phase difference $\Phi_{i}, i$ being $A$ or $B$. That phase difference is evaluated by measuring the relative atom numbers at the output ports of each interferometer, which differ only in momentum in the case of Bragg atom-light diffraction or in momentum and internal states in the case of Raman diffraction [51]. We write the general linear phase combination, $\Phi_{\mathrm{gen}}$, as

$$
\begin{equation*}
\Phi_{\mathrm{gen}}=\mathscr{A} \Phi_{\mathrm{A}}+\mathscr{B} \Phi_{\mathrm{B}} . \tag{1}
\end{equation*}
$$

Here $\mathscr{A}, \mathscr{B}$ are freely selectable constants in the data analysis and $\Phi_{i}$ are the unmodified raw data of the interferometer instrument. Note that the interrogation time of each species can differ, $T_{A} \neq T_{B}$.


FIG. 1. Dual-species atom interferometer sequence. The spacetime diagram shows the trajectories of the two species $A \equiv$ rubidium (green solid line) and $B \equiv$ potassium (orange dashed line) atoms. The atomic ensemble of each species is split in a superposition of momentum state, redirected and recombined using double diffraction $\pi / 2, \pi$ and $\pi / 2$ pulses at times $[-T, 0, T]$ (red arrow). Note that the pulse separation time $T$ can differ between both species, but we choose $T_{A}=T_{B}=T$ (see Sec. IV A). $T_{\mathrm{d}}$ denotes the dead time and is equally split between the state preparation and the detection time as an illustration. The output ports of each species interferometer can be distinguished by the different external states $\pm \hbar k_{i}$ and $0 \hbar k_{i}$. The presence of an external potential is highlighted by the dotted line in the satellite tube along the sensitive axis of the interferometer (purple dotted line).

The atom interferometer phase is related to the acceleration in the local inertial frame through the relation

$$
\begin{equation*}
\Phi_{i}=2 k_{i} a_{i} T_{i}^{2}, \tag{2}
\end{equation*}
$$

where $k_{i}=4 \pi / \lambda_{i}$ is the effective wave number and $a_{i}$ is the total acceleration experienced by each species. We further decompose the acceleration $a_{i}=a_{c}+\gamma_{i}$, into a speciesindependent acceleration $a_{c}$ due to, e.g., atmospheric drag of the satellite, and a species-dependent deviation $\gamma_{i}=q_{i}+a_{b, i}$. This deviation encompasses the hypothetical Q-WEP violation we want to extract, $q_{i}$, plus all spurious bias phase shift terms $\Phi_{b, i}$ that can be interpreted as an acceleration of the form $a_{b, i}=\Phi_{b, i} / 2 k_{i} T_{i}^{2}$. The sensitivity on the Eötvös parameter is quantified by

$$
\begin{equation*}
\eta=\frac{\gamma_{A}-\gamma_{B}}{g_{0}}, \tag{3}
\end{equation*}
$$

with $g_{0}$ denoting the gravitational acceleration at the location of the satellite, i.e., the spatial derivative of the Newtonian gravitational potential of the Earth at the satellite location. That sensitivity is bound either by the uncertainty on the bias acceleration $\Delta \delta a_{b}$, i.e., the uncertainty of $\delta a_{b}=a_{b, A}-a_{b, B},{ }^{1}$ or by the uncertainty on the measurement itself, limited by the standard quantum limit for classically correlated particles. This paper aims to study the different contributions in $a_{b, i}$ coming from the interferometer environment and/or the satellite platform to highlight the requirements to test the Q-WEP at different values of the Eötvös parameter.

## B. Signal demodulation in satellite setups

Space-borne platforms allow for a long interrogation time, $T_{i} \gg 1 \mathrm{~s}$, and therefore high sensitivities [see Eq. (2)]. Additionally, for space-borne setups, the projection of the gravitational potential onto the sensitive measurement axis depends on the position and attitude of the satellite. As a consequence, the differential phase shift $2 \eta g_{0} k T^{2}$ is naturally modulated at certain frequencies. For example, in the case of circular orbit with inertial attitude, $g(t)$ is modulated at orbital frequency, $f_{\text {orb }}=\omega_{\text {orb }} / 2 \pi$. Systematic effects modulated at different frequencies can therefore be reduced by at least $2 /\left(\mathcal{N}_{c} T_{c} \omega_{\text {orb }}\right)$, where $\mathcal{N}_{c}$ denotes the total number of measurements and $T_{c}$ the cycle time of the measurement sequence [52,53]. Thus, the more stringent requirements are only on systematic effects modulated at $f_{\text {orb }}$.
In more detail, several strategies, listed below, can be employed to drastically reduce the impact of a parasitic systematic effect on the desired signal. It is worth noting that these strategies can potentially accumulate. Here, we

[^1]consider a parasitic effect at frequency $f_{p}$ and amplitude $A_{p}$, searching for a signal at frequency $f_{\text {sig }}$ :
(i) If $f_{p}$ differs from $f_{\text {sig }}$, the perturbation can be decorrelated from our science signal provided that $\left|f_{p}-f_{\text {sig }}\right|>1 / T_{s c}$, where $T_{s c}$ denotes the science time. Consequently, for any parasitic periodic effect of amplitude $A_{p}$ at frequency $f_{p}$, one only needs to consider its amplitude $A_{\text {sys }}$ at $f_{\text {sig }}$. For example, as observed in the MICROSCOPE mission [12,54], the dc self-gravity perturbation and its residual effect at $f_{\text {sig }}$, based on a typical thermal expansion coefficient of $10^{-5} / \mathrm{K}$ for the satellite, and a typical peak to peak temperature variation of about 1 K at orbital frequency lead to a reduction factor of about $10^{5}$. A more precise evaluation would require a detailed design and thermoelastic model of the satellite, and is beyond the scope of this paper.
(ii) The effect of $A_{\text {sys }}$ can further be reduced by a likely phase mismatch and controlled phase jumps, which will be present in the searched signal but unlikely to be fully present in the systematic effect. An interesting strategy, which consists of rotating the satellite by a fixed angle $\theta_{R}$ every given $N_{\text {orb }}$ orbits, is discussed in more detail in Sec. IV D. Such a strategy would relax the constraints on systematic effects modulated at $\omega_{\text {orb }}$ provided they are not at all, or only partly, affected by these controlled rotations. In Ref. [53] the authors estimate that this procedure could lead to a further reduction factor of about $10^{3}$, mainly limited by the imperfect knowledge of the parameters (angles, timing, ...) and correlations of the perturbation and the induced angular steps.
(iii) Finally, if the systematic effect can be modeled, possibly with unknown parameters, its impact at $f_{\text {sig }}$ can be efficiently corrected provided this effect has also significant components at other frequencies different from $f_{\text {sig }}$, allowing the fitting of the model parameters to the data. A prime example of this is the effect of gravity gradients in MICROSCOPE whose amplitude $A_{\text {sys }}$ at $f_{\text {sig }}$ could be reduced by more than $10^{7}$ with respect to $A_{p}$ (at $f_{p}=2 f_{\text {sig }}$ ) by fitting the model parameters to the data [54], although the actual (unfitted) component $A_{\text {sys }}$ was only $\sim 10^{3}$ times smaller than $A_{p}$.
To conclude, the stringent requirements that are derived in the rest of the paper will in practice be relaxed by large amounts. The order of magnitude of those reduction factors is indicated in the individual sections. However, an exact evaluation is beyond the scope of this paper as it requires a detailed and specific satellite design.

## C. Parameters of the interferometer sequence

Throughout this paper we consider a Q-WEP test at the level of $\eta=10^{-15}$ and $\eta=10^{-17}$. The typical mission

TABLE I. Operational parameters of the atom interferometer to test the Q-WEP at the level of $\eta=10^{-15}$ and $10^{-17}$. Note that $\left(\Delta \delta x_{0}\right)^{2}=2 \sigma_{r, 0}^{2} / N$ and $\left(\Delta \delta v_{0}\right)^{2}=\left(\sigma_{v, \mathrm{Rb}}^{2}+\sigma_{v, \mathrm{~K}}^{2}\right) / N$.

| Parameters | $\eta=10^{-15} \quad \eta=10^{-17}$ |
| :--- | :---: |
| Orbit, altitude $(\mathrm{km})$ | Mission |
| Circular, 1400 |  |
| Attitude | Inertial + modulation |
| Gravitational acc. $g_{0}\left(\mathrm{~m} \cdot \mathrm{~s}^{-2}\right)$ | 6.6 |
| Gravity gradient $\partial g_{0} /(2 \partial r)\left(\mathrm{s}^{-2}\right)$ | $8.5 \times 10^{-7}$ |
| Orbital frequency $f_{\text {orb }}(\mathrm{Hz})$ | $1.46 \times 10^{-4}$ |
| Mission duration $T_{M}$ (months) | 36 |
| Science time $T_{s c}$ (months) | 24 |


| Atom number $N$ | $1 \times 10^{5}$ | $5 \times 10^{6}$ |
| :---: | :---: | :---: |
| Wave number $k_{A}$ for $\mathrm{Rb}\left(\mathrm{nm}^{-1}\right)$ | $2 \times 2 \pi / 780$ |  |
| Wave number $k_{B}$ for $\mathrm{K}\left(\mathrm{nm}^{-1}\right)$ | $2 \times 2 \pi / 767$ |  |
| Interrogation time $2 T$ (s) | 9 | 50 |
| Maximum separation Rb (m) | 0.11 | 0.59 |
| Maximum separation K (m) | 0.23 | 1.27 |
| Cycle time $T_{c}$ (s) | 15 | 60 |
| Total number of measurements $\mathcal{N}_{\text {c }}$ | $2.5 \times 10^{6}$ | $7.9 \times 10^{5}$ |
| Contrast $C$ | 1 |  |
| Atomic source |  |  |
| Differential initial c.m. position $\delta x_{0}(\mu \mathrm{~m})$ | $1 \pm 0.45$ | $1 \pm 0.45$ |
| Differential initial c.m. velocity $\delta v_{0}\left(\mu \mathrm{~m} \cdot \mathrm{~s}^{-1}\right)$ | $1 \pm 0.39$ | $0.1 \pm 0$ |
| Expansion energy (pK) | 50 | 10 |
| Expansion velocity $\sigma_{\nu, \mathrm{Rb}}\left(\mu \mathrm{m} \mathrm{s}^{-1}\right)$ | 70 | 31 |
| Expansion velocity $\sigma_{v, \mathrm{~K}}\left(\mu \mathrm{~m} \mathrm{~s}^{-1}\right)$ | 101 | 45 |
| Initial position spread $\sigma_{r, 0}(\mu \mathrm{~m})$ | 100 | 500 |

parameters, as envisioned for the STE-QUEST space mission scenarios [52,53,55], are explicitly given in Table I and divided in three categories. The first one refers to the satellite platform. The second one refers to interferometer sequence and includes details on the atomic species. The last one highlights the constrains on the quantum-state engineering of the two test masses.

## III. CONSTRAINTS ON THE INTERFEROMETER ENVIRONMENT

In this section we now focus on the constraints specific to the interferometer environment in microgravity, even though our treatment can be generalized to ground-based environments. In the following, we choose the coordinate system such that the sensitive axis of the interferometer is along the $x$ axis whereas the origin coincides with the initial center of mass (c.m.) positions of the atoms.

## A. Statistical error

In the case of a classically correlated atomic ensemble, the phase sensitivity is ultimately limited to the quantum projection noise, where the statistical uncertainty per shot is
defined as $\Delta \Phi_{i, \mathrm{SN}}=1 /\left(C_{i} \sqrt{N_{i}}\right)$ with $C_{i}$ being the contrast and $N_{i}$ the atom number of interferometer $i$. For a dual-species atom interferometer, the standard quantum noise per measurement cycle is given by $\left(\Delta \delta \Phi_{\mathrm{SN}}\right)^{2}=$ $\mathscr{A}^{2}\left(\Delta \Phi_{A, S N}\right)^{2}+\mathscr{B}^{2}\left(\Delta \Phi_{B, S \mathrm{SN}}\right)^{2}$, following the notation of Eq. (1). In terms of a differential acceleration $\delta a$ this leads to the uncertainty

$$
\begin{equation*}
\left(\Delta \delta a_{\mathrm{SN}}\right)^{2}=\left(\frac{\mathscr{A} \Delta \Phi_{A, \mathrm{SN}}}{2 k_{A} T_{A}^{2}}\right)^{2}+\left(\frac{\mathscr{B} \Delta \Phi_{B, \mathrm{SN}}}{2 k_{B} T_{B}^{2}}\right)^{2} . \tag{4}
\end{equation*}
$$

Integrating the measurement over $\mathcal{N}_{\mathrm{c}}=T_{\mathrm{sc}} / T_{\mathrm{c}}$ repetitions, where $T_{\text {sc }}$ is the total measurement time, $T_{c}=2 T+$ $T_{\mathrm{d}}$ is the cycle time, and $T_{\mathrm{d}}$ is the dead time, leads to

$$
\begin{equation*}
(\Delta \eta)^{2}=2 \frac{\left(\Delta \delta a_{\mathrm{SN}}\right)^{2}}{g_{0}^{2} \mathcal{N}_{c}(T)} \tag{5}
\end{equation*}
$$

The extra coefficient 2 accounts for the sinusoidal varying local value of the gravitational acceleration due to a circular orbit [52]. Evaluating Eq. (5) with the parameters of Table $\mathrm{I}^{2}$ shows that shot noise is below the goal for $\Delta \eta$ with some margin. In continuous operation the goal is reached in $\sim 12$ months for the $\eta=10^{-15}$ case and $\sim 20$ months for the $\eta=10^{-17}$ one, well below the assumed 24 months science time.

## B. Systematic effects

The presence of any kind of potential contributes to the interferometer phase and can lead to bias acceleration terms, ultimately limiting the sensitivity to the Eötvös coefficient of Eq. (3). Contributions to bias phase terms are of two kinds. On the one hand, there are effects coming from the contribution of potential gradients, acting as forces. On the other hand, there are effects coming from the presence of potential energy differences inducing Aharonov-Bohm-like phase shifts [56]. Effects of the first kind directly act on the mean trajectories of the matter wave while the ones of the second type do not. In this section, we analyze the bias phase terms induced by an arbitrary potential and derive constraints for specific effects.

## 1. Model of the phase accumulation

It should be noted that different approaches have been proposed to calculate the phase shift caused by a nontrivial potential whose scaling is more than quadratic in position [57,58]. Here, we use the perturbative methods developed in Ref. [57] and summarized in Appendix A. For species $i$, the total accumulated phase $\Phi_{i}$ can be decomposed as

[^2]\[

$$
\begin{equation*}
\Phi_{i}=\Phi_{i, 0}+\Phi_{i, \mathrm{pert}}, \tag{6}
\end{equation*}
$$

\]

where $\Phi_{i, 0}$ and $\Phi_{i, \text { pert }}$ denote respectively the unperturbed phase induced by a quadratic potential and the momentum transfer, as well as a perturbative phase contribution. In the following, we consider a polynomial potential of order $N$ of the form

$$
\begin{equation*}
V_{i}(x)=\sum_{n=1}^{N} c_{i, n} x^{n}, \tag{7}
\end{equation*}
$$

which can be seen as an expansion of an arbitrary potential around the initial c.m. position of the atoms $x_{0}=0$. In this study we only consider the contributions up to order $N=4$. The coefficients $c_{i, n}$ also include an index for the species that account for species-dependent potentials discussed below. Appendix A features the derivation of $\Phi_{i, \text { pert }}$ for a perturbative potential for a single atomic species. The contribution of terms beyond $N=4$ in lowest order can easily be obtained using Eq. (A8). When working with different expansion coefficients, one has to check of course the required order of the perturbative expansion, as shown in the example given in Ref. [57].

Since the species have different masses $m_{i}$, different effective wave numbers $k_{i}$, different interrogation times $T_{i}$, different initial positions $x_{0, i}$, velocities $v_{0, i}$, position widths $\sigma_{x, i}$, and velocity widths $\sigma_{v, i}$, we equip all quantities with index $i$ and find the phase

$$
\begin{align*}
\Phi_{i}= & -\frac{2 k_{i} T_{i}^{2}}{m_{i}} c_{i, 1}-2 \frac{2 k_{i} T_{i}^{2}}{m_{i}} x_{i}\left(T_{i}\right) c_{i, 2}+\kappa_{i} c_{i, 3} \\
& +4\left[\kappa_{i} x_{i}\left(T_{i}\right)+\frac{k_{i} T_{i}^{2}}{m_{i}}\left(4 x_{i}^{3}\left(T_{i}\right)-2 T_{i}^{3} v_{0, i} \sigma_{v, i}^{2}\right)\right] c_{i, 4} \tag{8}
\end{align*}
$$

with abbreviation
$\kappa_{i}=-\frac{k_{i} T_{i}^{2}}{m_{i}}\left[6 x_{i}^{2}\left(T_{i}\right)+6 \sigma_{x, i}^{2}+T_{i}^{2}\left(v_{0, i}^{2}+\left(\frac{\hbar k_{i}}{m_{i}}\right)^{2}+7 \sigma_{v, i}^{2}\right)\right]$,
and $x_{i}\left(T_{i}\right)=x_{0, i}+v_{0, i} T_{i}$.
In the following we calculate the constraints on the expansion coefficients $c_{i, n}$ including their uncertainties $\Delta c_{i, n}$ by imposing that the uncertainty in the differential acceleration for each order $n$ be below the target uncertainty, i.e.,

$$
\begin{equation*}
\Delta \delta a^{(n)}=\Delta\left(\frac{\Phi_{A}^{(n)}}{2 k_{A} T_{A}^{2}}-\frac{\Phi_{B}^{(n)}}{2 k_{B} T_{B}^{2}}\right) \leq \eta g_{0}, \tag{10}
\end{equation*}
$$

for a self-gravity potential, blackbody radiation, as well as the second-order Zeeman effect.

Higher-order coefficients give rise to a separation phase depending on the differential position, $\delta x_{0}$, and velocity, $\delta v_{0}$. The uncertainties in these values, $\Delta \delta x_{0}$ and $\Delta \delta v_{0}$, lead to requirements on $c_{i, n}$ and $\Delta c_{i, n}$ (see Appendix A 3). By conducting $\nu_{0}$ additional characterization measurements of the c.m. positions, these uncertainties, and consequently the requirements, can be reduced by a factor of $1 / \sqrt{\nu_{0}}$ [59]. Note that we do not assign an uncertainty to $k_{i}, T_{i}$, and $m_{i}$ as they are known sufficiently well to not be limiting (see, e.g., Sec. IV A 3).

## 2. Self-gravity potential

An inhomogeneous distribution of the satellite's mass yields a gravitational potential inducing a spurious bias phase shift limiting the sensitivity to a possible WEP violation. To study this effect we expand the gravitational potential of the satellite around a point corresponding to the nominal position $x_{0}=0$ of the c.m. of the BECs. For simplicity, we only focus our analysis along the sensitive axis of the experiment, where the effect is largest. We write the Newtonian gravitational potential of a spherically symmetric source mass acting on the atoms as

$$
\begin{equation*}
V_{i, \mathrm{SG}}=-\frac{G M m_{i}}{x_{M}}\left[1+\sum_{n=1}^{N}\left(\frac{x}{x_{M}}\right)^{n}\right], \tag{11}
\end{equation*}
$$

where $G$ is the gravitational constant, $M$ is the source mass, $m_{i}$ is the mass of the atoms, $x$ is the position of the atoms, and $x_{M}$ is the position of the source mass. Comparing Eq. (11) to Eq. (7), one has $c_{i, n}=-G M m_{i} / x_{M}^{n+1}, \forall n \in \mathbb{N}$.

Table II provides constraints on the different self-gravity contributions and their uncertainties that are synchronous with the signal. Note that, as discussed in Sec. II B, the corresponding static constraints, i.e., the actual knowledge of the satellite's mass distribution, are up to 8 orders of magnitude less stringent

While for even $n$ the maximum allowed coefficients, $c_{n, \text { max }}$, are of the same order as their uncertainties, $\Delta c_{n, \text { max }}$, for odd $n$ we find $c_{n \text {,max }}$ that are several orders of magnitude larger than $\Delta c_{n, \text { max }}$ (see $n=3$ in Table II). In practice, e.g.,

TABLE II. Maximum allowed self-gravity variations and their maximum allowed uncertainties that are synchronous with the WEP violation signal, given in terms of $c_{n}=G M / x_{M}^{n+1}$ for $\eta=10^{-15}$ and $\eta=10^{-17}$. Note that the knowledge of the static self-gravity coefficients may be up to 8 orders of magnitude less stringent [cf. (i) and (ii) of Sec. II B].

| $\eta=10^{-15}$ |  |  | $\eta=10^{-17}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| n | $c_{n, \text { max }}$ | $\Delta c_{n, \max }$ | $c_{n, \max }$ | $\Delta c_{n, \text { max }}$ | Unit |
| 2 | $7.5 \times 10^{-10}$ | $2.1 \times 10^{-10}$ | $1.3 \times 10^{-11}$ | $3.4 \times 10^{-12}$ | $\mathrm{~s}^{-2}$ |
| 3 | $1.2 \times 10^{12}$ | $6.4 \times 10^{-13}$ | $2.3 \times 10^{10}$ | $2.1 \times 10^{-16}$ | $\mathrm{~m}^{-1} \cdot \mathrm{~s}^{-2}$ |
| 4 | $9.5 \times 10^{-8}$ | $2.7 \times 10^{-8}$ | $5.1 \times 10^{-11}$ | $1.4 \times 10^{-11}$ | $\mathrm{~m}^{-2} \cdot \mathrm{~s}^{-2}$ |

an $M=0.1 \mathrm{~kg}$ mass imbalance at $x_{M}=1 \mathrm{~m}$ distance causes coefficients $c_{n}=6.7 \times 10^{-12} \mathrm{~m}^{-n+2} \mathrm{~s}^{-2}$ which lie in the range of $\Delta e_{n, \text { max }}$ and comply with the requirements stated in Table II for all $n$ and $\eta=10^{-17}$. Similarly, the maximum allowed temperature and magnetic field gradients (see next sections) are much larger than expected in reality, in particular for odd $n$, and primarily given for completeness.
It should be emphasized here that the $n=2$ coefficient is a local gravity gradient which can be compensated the same way as the Earth's gravity gradient following the gravity gradient cancellation method discussed in Refs. [52,60].

## 3. Blackbody radiation

The effect of thermal radiation leads to blackbody radiation (BBR) acting as an extra external potential of the form [61],

$$
\begin{equation*}
V_{i, \mathrm{BBR}}(x)=\frac{2 \alpha_{i} \sigma}{c \epsilon_{0}} T_{\text {tube }}^{4}(x), \tag{12}
\end{equation*}
$$

where $\alpha_{i}$ is the static polarizability of atomic species $i, \sigma$ the Stephan-Boltzmann constant, $\epsilon_{0}$ the vacuum permittivity, and $T_{\text {tube }}(x)$ the temperature profile inside the vacuum tube at position $x$ along the sensitive axis. To calculate the effect we expand $T_{\text {tube }}(x)$ around $x_{0}=0$ analogously to Sec. III B 2. We write $T_{\text {tube }}(x)=\sum_{0}^{\infty} t_{n} x^{n}$. Comparing Eq. (12) to Eq. (7), one has to leading order in $t_{0}$ the coefficients $c_{i, n}=8 \sigma \alpha_{i} t_{0}^{3} t_{n} /\left(c \epsilon_{0}\right), \quad \forall n \in \mathbb{N}$. The constraints on the temperature gradients that vary synchronously with the signal are given in Table III.
Note that the onboard temperature gradients are expected to vary mainly at orbital frequency and its harmonics. Because of the phase modulation of the signal by controlled rotations, as discussed in point (ii) in Sec. II B, the error in the knowledge of the amplitude of that variation could be up to 3 orders of magnitude less stringent than the constraints given in Table III.

TABLE III. Requirements on the temperature gradients and their uncertainties that vary synchronously with the signal. Here we assume an average temperature of $t_{0}=283 \mathrm{~K}$ with uncertainty $\Delta t_{0}=1 \mathrm{mK}$ and an average temperature gradient of $t_{1}=5 \mathrm{mK} / \mathrm{m}$ [54]. Numerical values have been obtained for a static polarizability of the atoms: $\alpha_{\mathrm{Rb}}=2 \pi \hbar \times 0.0794 \times$ $10^{-4} \mathrm{~Hz} \mathrm{~V}^{-1} \mathrm{~m}^{2}$ and $\alpha_{\mathrm{K}}=\alpha_{\mathrm{Rb}} / 1.1$ [62]. Note that the constraints on the purely orbital component may be up to 3 orders of magnitude less stringent [cf. (ii) of Sec. II B].

| $\eta=10^{-15}$ |  |  | $\eta=10^{-17}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| n | $t_{n, \text { max }}$ | $\Delta t_{n, \text { max }}$ | $t_{n, \text { max }}$ | $\Delta t_{n, \text { max }}$ | Unit |
| 1 |  | $2.5 \times 10^{-5}$ |  | $2.5 \times 10^{-7}$ | $\mathrm{~K} \mathrm{~m}^{-1}$ |
| 2 | 3.6 | 1.0 | $6.1 \times 10^{-2}$ | $1.6 \times 10^{-2}$ | $\mathrm{~K} \mathrm{~m}^{-2}$ |
| 3 | $1.3 \times 10^{6}$ | $2.1 \times 10^{-3}$ | $3.4 \times 10^{4}$ | $6.8 \times 10^{-7}$ | $\mathrm{~K} \mathrm{~m}^{-3}$ |
| 4 | $3.1 \times 10^{2}$ | $1.1 \times 10^{2}$ | 1.6 | $5.6 \times 10^{-2}$ | $\mathrm{~K} \mathrm{~m}^{-4}$ |

TABLE IV. Requirements on the magnetic field gradients and their uncertainties that vary synchronously with the signal. We assume here $b_{0}=100 \mathrm{nT}$ with uncertainty $\Delta b_{0}=50 \mathrm{pT}$ and $b_{1}=6 \mathrm{nT} / \mathrm{m}$. From Ref. [62] we have $\chi_{\mathrm{Rb}}=575.14 \times$ $10^{8} \mathrm{~Hz} / \mathrm{T}^{2}$ and $\chi_{\mathrm{K}}=15460 \times 10^{8} \mathrm{~Hz} / \mathrm{T}^{2}$. Note that the knowledge of the main component at $2 f_{\text {orb }}$ may be up to 3 orders of magnitude less stringent [cf. (ii) of Sec. II B] and can be measured independently of the signal [cf. (iii) of Sec. II B].

| $\eta=10^{-15}$ |  |  | $\eta=10^{-17}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| n | $b_{n, \text { max }}$ | $\Delta b_{n, \text { max }}$ | $b_{n, \text { max }}$ | $\Delta b_{n, \text { max }}$ | Unit |
| 1 |  | $2.2 \times 10^{-3}$ |  | $2.2 \times 10^{-5}$ | $\mathrm{nT} \mathrm{m}^{-1}$ |
| 2 | $9.8 \times 10^{2}$ | $2.8 \times 10^{2}$ | $1.6 \times 10^{1}$ | 4.5 | $\mathrm{nT} \mathrm{m}^{-2}$ |
| 3 | $1.1 \times 10^{8}$ | $3.4 \times 10^{-1}$ | $3.0 \times 10^{6}$ | $1.1 \times 10^{-4}$ | $\mathrm{nT} \mathrm{m}^{-3}$ |
| 4 | $6.6 \times 10^{6}$ | $2.2 \times 10^{4}$ | $1.8 \times 10^{5}$ | $1.1 \times 10^{1}$ | $\mathrm{nT} \mathrm{m}^{-4}$ |

## 4. Second-order Zeeman effect

We consider an interferometer sequence operated with atoms in the $m_{F}=0$ state and is thus up to first order insensitive to magnetic effects. Here, we study the impact of the second-order Zeeman effect on the differential phase shift [62]. The potential induced by the presence of magnetic field can be written as

$$
\begin{equation*}
V_{i, \mathrm{~B}}(z)=\pi \hbar \chi_{i} B_{\text {tube }}^{2}(x) \tag{13}
\end{equation*}
$$

where $\chi_{i}$ is the second-order Zeeman coefficient of atomic species $i$ and $B_{\text {tube }}(x)$ is the magnetic field inside the vacuum tube at position $x$ along the sensitive axis. We evaluate the effect of the magnetic field gradients the same way as in the previous sections, i.e. we expand the magnetic field in a series expansion $B_{\text {tube }}(x)=\sum_{0}^{\infty} b_{n} x^{n}$ and calculate constraints on the coefficients $b_{n}$. The constraints on the magnetic field gradients that vary synchronously with the signal are given in Table IV.

In the case of a circular orbit, the main time variation of $B_{\text {tube }}^{2}(x)$ will be at $2 f_{\text {orb }}$ because of the dipolar nature of the Earth's magnetic field, and thus decorrelate well from the EP-violating signal at $f_{\text {orb }}$. The effect can therefore be modeled and subtracted [cf. (ii) of Sec. II B] additionally to the reduction by about 3 orders of magnitude because of the phase modulation of the signal by controlled rotations [point (ii) in Sec. II B].

We emphasize here that magnetic field gradients below the $\mathrm{nT} / \mathrm{m}$ level [63] are achieved on 30 cm scales on the ground, in a much more perturbed magnetic environment than in space, and at a few $\mathrm{nT} / \mathrm{m}$ over 10 m scales $[30,64]$.

## IV. CONSTRAINTS ON THE SPACECRAFT

Accelerations and rotations of the satellite can directly translate into additional phase shifts in the interferometric measurement. We now derive the corresponding requirements on spurious accelerations and rotations of the spacecraft.

## A. Acceleration

## 1. Systematic effect

Any common accelerations of the two test masses can be suppressed by carefully choosing the experimental parameters as well as combining the phase shifts for each species in an optimal way [see Eq. (1)]. An obvious choice would be $\mathscr{A}=1$ and $\mathscr{B}=-1$ leading to the direct subtraction of both phases. However, a more rigorous analysis reveals that we can exploit this freedom to construct a differential phase shift observable that is nonsensible to common accelerations. The transfer function of the differential atom interferometer phase, $\Phi_{\text {gen }}$ in Eq. (1), defining the response of the interferometer with respect to vibrational noise is given by [65]
$H(\omega)=-4 i\left[2 \mathscr{A} k_{A} \sin ^{2}\left(\omega T_{A} / 2\right)+2 \mathscr{B} k_{B} \sin ^{2}\left(\omega T_{B} / 2\right)\right]$.

The response to common accelerations can be reduced to zero by setting $T=T_{A}=T_{B}$ and $\mathscr{A} k_{A}=-\mathscr{B} k_{B}$. To keep $\mathscr{A} \approx-\mathscr{B} \approx 1$, we choose $\mathscr{A}=2 k_{B} /\left(k_{A}+k_{B}\right)$ and $\mathscr{B}=$ $-2 k_{A} /\left(k_{A}+k_{B}\right)$ such that

$$
\begin{equation*}
\Phi_{\mathrm{gen}}=\frac{2 k_{B}}{k_{A}+k_{B}} \Phi_{A}-\frac{2 k_{A}}{k_{A}+k_{B}} \Phi_{B} . \tag{15}
\end{equation*}
$$

Rewriting the accelerations as $a_{i}=a_{\mathrm{c}} \pm a_{\mathrm{nc}} \pm \eta g_{0} / 2$, where $a_{\mathrm{c}}\left(a_{\mathrm{nc}}\right)$ encompasses all the common (noncommon) accelerations between the two species and where $a_{\eta}$ is the extra acceleration due to a violation of the WEP, one has

$$
\begin{equation*}
\Phi_{\mathrm{gen}}=\frac{4 k_{A} k_{B}}{k_{A}+k_{B}}\left(2 a_{\mathrm{nc}}+\eta g_{0}\right) T^{2} . \tag{16}
\end{equation*}
$$

The combination is insensitive to any common accelerations $a_{\mathrm{c}}$, but the sensitivity to $\eta g_{0}$ stays approximately untouched assuming $k_{A} \approx k_{B}$.
Of course, the performance of the acceleration free combination defined by Eq. (15) relies on the exact knowledge of the wave numbers $k_{i}$. Assuming that this knowledge is limited up to an uncertainty $\Delta k_{i}$, leads to an uncertainty in the differential phase of

$$
\begin{equation*}
\Delta \delta \Phi_{\mathrm{gen}}=4 \frac{k_{B} \Delta k_{A}-k_{A} \Delta k_{B}}{k_{A}+k_{B}} a(t) T^{2} \tag{17}
\end{equation*}
$$

where $a(t)=a_{A}(t)=a_{B}(t)$ is the residual acceleration of the satellite common to both species. We require that the component of $\Delta \delta \Phi$ that is modulated with orbital frequency stays below the Eötvös signal. Thus, we find

$$
\begin{equation*}
\left|\Delta k_{A} / k_{A}-\Delta k_{B} / k_{B}\right| \times\left. a(t)\right|_{\omega_{\text {orb }}} \leq \eta g_{0}, \tag{18}
\end{equation*}
$$

leaving a requirement on the relative knowledge $\Delta k_{i} / k_{i}$ for a given $\left.a(t)\right|_{\omega_{\text {orb }}}$. Note that the laser frequency is well known and the uncertainty $\Delta k_{i}$ is dominated by pointing errors [66].

## 2. Acceleration noise

Although any common accelerations are suppressed by the acceleration free combination, Eq. (15), we require that the phase shift induced by acceleration noise stays within a certain region around midfringe, i.e., the point of maximum phase sensitivity. We quantify this requirement by setting $\Delta \Phi_{i}^{a} \leq \pi / 10$, where $\Delta \Phi_{i}^{a}$ is the uncertainty in the phase shift due to acceleration noise with power spectral density $(\mathrm{PSD}) S_{a}(\omega)$ [65],
$\left(\Delta \Phi_{i}^{a}\right)^{2}=\int_{0}^{+\infty} \frac{S_{a}(\omega)}{\omega^{4}}\left|8 k_{i} \sin ^{2}\left(\frac{\omega T}{2}\right)\right|^{2} d \omega \leq\left(\frac{\pi}{10}\right)^{2}$.
The integration can be restricted to an area $\omega \in$ $\left[2 \pi / T_{c}, 2 \pi f_{\text {cutoff }}\right]$, where $T_{c}$ is the cycle time of the measurement. At high frequencies the linear acceleration transfer function drops steeply as shown in Fig. 2, so we can limit the integration up to a certain cutoff $f_{\text {cutoff }}$. At low frequencies, $\Delta \Phi_{a}$ reduces to the variance of the atominterferometer phase $2 k_{i}\langle a\rangle T^{2}$, where $\langle a\rangle$ is the average acceleration during the interrogation time of the atoms. We emphasize here that the slowly varying acceleration noise can be approximated by a low-order polynomial and used to suppress the noise in following measurements by feed forwarding the information to the laser frequency. In order to stay at midfringe, the change in acceleration in-between cycles should follow the inequality,

$$
\begin{equation*}
\left\langle\dot{\Phi}_{i}\right\rangle=2 k_{i} T^{2}\langle\dot{a}\rangle T_{c} \leq \pi / 10, \tag{20}
\end{equation*}
$$

where $\left\langle\dot{\Phi}_{i}\right\rangle$ is the average change of the interferometer phase from one cycle to the next.


FIG. 2. Linear acceleration transfer function, $H_{x}(\omega) / \omega^{2}=$ $8 k \sin ^{2}(\omega T / 2) / \omega^{2}$, Eq. (19), for the ${ }^{87} \mathrm{Rb}$ atom interferometer using the parameters in Table I. It shows constant behavior for low frequencies and drops steeply $\sim f^{-2}$ at high frequencies $f \gg 2 / T$. The frequency cutoff $f_{\text {cutoff }}$ up to which the integration in Eq. (19) is performed is marked in dotted green.

## 3. Application

The acceleration free combination, Eq. (15), ensures that any accelerations that are common to both species are suppressed, leaving only the requirement on the knowledge of the relative wave numbers, Eq. (18). Taking the drag-free controlled MICROSCOPE satellite as an example [67], no residual acceleration exceeding $\left.a(t)\right|_{\omega_{\text {ort }}}>10^{-12} \mathrm{~m} / \mathrm{s}^{2}$ was observed, implying that $\left(\Delta k_{A} / k_{A}-\Delta k_{B} / k_{B}\right) \leq 6.6 \times 10^{-5}$ is sufficient to reach $\eta \leq 10^{-17}$, well within the reach of present day laser systems.

The midfringe requirement leads to requirements on the single-species atom interferometer acceleration noise. Table V features the constraints evaluated for the parameters in Table I assuming white acceleration noise and using $f_{\text {cutoff }}=0.5 \mathrm{~Hz}$.

## B. Rotation

Systematic and statistical effects due to rotations are not suppressed by the acceleration free combination, Eq. (15), and, thus, are of particular interest when setting constraints on the platform.

We now investigate the configuration shown in Fig. 3 to derive the phase shifts induced by rotations of the mirror or the spacecraft. We work in an inertial frame whose origin coincides with the center of mass of the satellite for all times $t$. The orientation is chosen such that the sensitive axis of the interferometer is aligned with the $x$ axis when the atoms are released. The mirror is assumed to be rectangular with a thickness of $d_{\mathrm{M}}$ with its center of mass positioned at $\mathbf{r}_{\mathrm{M}}$. Small rotations of the mirror $\theta_{\mathrm{M}}$ simply add to the effect of the rotation of the satellite $\theta_{\mathrm{S}}$ such that the overall rotation can be defined as $\theta(t)=\theta_{\mathrm{M}}(t)+\theta_{\mathrm{S}}(t)$.

## 1. Systematic effect

Spurious rotations of the spacecraft cause additional accelerations scaling with the initial kinematics of the atoms. We first derive constraints on the angular velocity of the satellite by looking at the case of a constant rotation rate $\Omega, \theta(t)=\Omega t$ around the $z$ axis (see Fig. 3).

Using geometric considerations, the atom interferometer phase can be derived (see Appendix B):
$\Phi_{i}=4 k_{i} v_{y, 0, i} \Omega T^{2}+2 k_{i}\left(r_{x, 0, i}-v_{x, 0, i}\left(T+T_{0}\right)\right)(\Omega T)^{2}$,
to second order in $\Omega T$. Here $T_{0}$ is the dead time, corresponding to the time between release and first laser

TABLE V. Constraints on spurious linear accelerations of the spacecraft for $\eta=10^{-15}$ and $\eta=10^{-17}$.

| Quantity | Equations | $\eta=10^{-15}$ | $\eta=10^{-17}$ | Unit |
| :--- | :---: | :---: | :---: | :---: |
| $\sqrt{S_{a}}$ | $(19)$ | $3.5 \times 10^{-9}$ | $4.1 \times 10^{-10}$ | $\mathrm{~m} / \mathrm{s}^{2} / \sqrt{\mathrm{Hz}}$ |
| $\langle\dot{a}\rangle$ | $(20)$ | $3.2 \times 10^{-11}$ | $2.6 \times 10^{-13}$ | $\mathrm{~m} / \mathrm{s}^{3}$ |



FIG. 3. Schematic representation of the experimental setup inside the satellite. Initially, the inertial frame coincides with the satellite frame. After release, the satellite undergoes rotations $\theta_{\mathrm{S}}(t)$ whereas the mirror (blue) is rotated by $\theta_{\mathrm{M}}(t)$. The laser head's position (red) is fixed in the satellite frame. The $x$ axis of the inertial frame is chosen to be initially parallel to the sensitive axis of the interferometer (dashed). The incident and reflected laser beam is marked as a red line. The atoms' position is marked in green and orange.
pulse, and $r_{a, 0, i}\left(v_{a, 0, i}\right)$ denotes the atoms' initial position (velocity) in the $a \in\{x, y, z\}$ direction.

When calculating the differential phase according to Eq. (15), the dependencies on the individual initial kinematics directly translate into dependencies on the differential initial kinematics. Any systematical uncertainty must be below the target signal at $\omega_{\text {orb }}$. Thus, we find the following requirement on the satellite's angular velocity at orbital frequency:

$$
\begin{equation*}
\left.\Omega\right|_{\omega_{\text {orb }}} \leq \eta g /\left(2 \delta v_{y, 0}\right), \tag{22}
\end{equation*}
$$

for the first order in Eq. (21). The second order leads to a requirement on $\Omega^{2}$ at orbital frequency

$$
\begin{align*}
& \left.\Omega^{2}\right|_{\omega_{\text {orb }}} \leq \eta g / \delta r_{x, 0}, \\
& \left.\Omega^{2}\right|_{\omega_{\text {orb }}} \leq \eta g /\left(\delta v_{x, 0}\left(T+T_{0}\right)\right), \tag{23}
\end{align*}
$$

which translates into a requirement on $\Omega$ at half the orbital frequency: $\left.\Omega\right|_{\omega_{\text {ort }} / 2}=\sqrt{\left.\Omega^{2}\right|_{\omega_{\text {ort }}}}$ and other cross terms of the form $\left.\left.\Omega\right|_{\omega_{1}} \Omega\right|_{\omega_{2}}$, where $\left|\omega_{1} \pm \omega_{2}\right|=\omega_{\text {orb }} .{ }^{3}$

[^3]
## 2. Rotation noise

In the following, we consider arbitrary satellite rotations $\theta(t)$ to give constraints on rotational noise and derive further suppression techniques.

Up to first order in $\theta(t)$, the atom interferometer phase is given by (see Appendix B)

$$
\begin{align*}
\Phi_{i}= & 2 k_{i}\left[\tilde{r}_{y, i}\left(T_{0}\right) \theta(-T)-2 \tilde{r}_{y, i}\left(T_{0}+T\right) \theta(0)\right. \\
& \left.+\tilde{r}_{y, i}\left(T_{0}+2 T\right) \theta(T)\right] \tag{24}
\end{align*}
$$

where $\quad \tilde{r}_{y, i}(t)=r_{y, 0, i}+\left(v_{y, 0, i}+r_{x, 0, i} \Omega_{0}\right) t$ denotes the atom's position in the rotated reference frame with $\Omega_{0}=$ $d \theta /\left.d t\right|_{t=0}$ and $t$ is the time after release.
The corresponding transfer function is obtained by taking the Fourier transform of the sensitivity function associated to the signal of Eq. (24),

$$
\begin{align*}
H_{\theta}(\omega)= & 4 k_{A B}\left[-2 i\left(\delta r_{y, 0}+\delta v_{y, 0}\left(T_{0}+T\right)\right) \sin ^{2}(\omega T / 2)\right. \\
& \left.+\delta v_{y, 0} T \sin (\omega T)\right] \tag{25}
\end{align*}
$$

where $k_{A B}=2 k_{A} k_{B} /\left(k_{A}+k_{B}\right)$. The uncertainty of the differential phase induced by rotations $\theta$ of the satellite is then given by

$$
\begin{equation*}
\left(\Delta \delta \Phi_{\ddot{\theta}}\right)^{2}=\int_{0}^{+\infty}\left|H_{\theta}(\omega)\right|^{2} \frac{S_{\ddot{\theta}}}{\omega^{4}}(\omega) d \omega, \tag{26}
\end{equation*}
$$

where $S_{\ddot{\theta}}(\omega)$ is the power spectral density of angular acceleration noise.
We require that any uncertainty in the differential phase induced by rotational noise of the satellite per cycle must be below the shot noise limit (see Sec. III A):

$$
\begin{equation*}
\Delta \delta \Phi_{\ddot{\theta}} \leq \Delta \delta \Phi_{\mathrm{SN}}=\frac{2 \sqrt{k_{B}^{2}+k_{A}^{2}}}{k_{A}+k_{B}} \frac{1}{\sqrt{N}} \approx \sqrt{\frac{2}{N}} . \tag{27}
\end{equation*}
$$

We can restrict the integration in Eq. (26) to $\omega \in\left[2 \pi / T_{c}, 2 \pi f_{\text {cutoff }}\right]$ as for high frequencies the transfer function drops steeply (see Fig. 4). For low frequencies $\omega<2 \pi / T_{c}$ the uncertainty reduces to the Coriolis phase $4 k_{A B} \delta v_{y, 0}\langle\Omega\rangle T^{2}$, where $\langle\Omega\rangle$ is the average value of $\dot{\theta}$ during the atom interferometer sequence. This can be treated as a systematic effect resulting in a requirement on $\langle\Omega\rangle$ [see Eq. (22)].
Additional noise constraints arise from the midfringe requirement and from the coupling of the atoms' finite velocity spread to $\langle\Omega\rangle$ inducing shot to shot noise. The requirement to stay at midfringe is treated the same way as low frequency acceleration noise by feed forwarding the results of previous measurements. This yields a requirement on the average phase change per cycle,

$$
\begin{equation*}
\langle\dot{\Phi}\rangle=4 k_{i} T^{2} v_{i, y, 0}\langle\dot{\Omega}\rangle T_{c} \leq \pi / 10 \tag{28}
\end{equation*}
$$



FIG. 4. Angular acceleration transfer function, Eq. (25), using the parameters in Table I. For low frequencies $f \ll 2 / T$ it behaves as $f^{-1}$ while for larger frequencies $f \gg 2 / T$ it follows $f^{-2}$, similar to the linear acceleration transfer function (see Fig. 2). The frequency cutoff $f_{\text {cutoff }}$ up to which the integration in Eq. (26) is performed is marked in dotted green.

Additional phase noise arises due to the limited knowledge of the atoms' kinematics. The shot to shot phase noise induced by the position and velocity uncertainty $\Delta r_{i, 0}$ and $\Delta v_{i, 0}$ is required to be smaller than the shot noise,

$$
\begin{equation*}
\left(4 k_{i} T^{2} \frac{\sigma_{v, i}}{\sqrt{N}}\langle\Omega\rangle\right)^{2}+\left(2 k_{i} T^{2} \frac{\sigma_{r, i}}{\sqrt{N}}\left\langle\Omega^{2}\right\rangle\right)^{2} \leq \frac{1}{N}, \tag{29}
\end{equation*}
$$

assuming a shot noise limited process of determining the atoms' mean position and velocity: $\Delta r_{i, 0}=\sigma_{r, i} / \sqrt{N}$ and $\Delta v_{i, 0}=\sigma_{v, i} / \sqrt{N}$ [59].

## 3. Application

Table VI lists the constraints coming from rotations of the spacecraft including their evaluation using the parameters of Table I assuming white angular acceleration noise and using $f_{\text {cutoff }}=0.5 \mathrm{~Hz}$ in Eq. (26). Note that, in particular for $\left.\Omega\right|_{\omega_{\text {orb }}}$ and $\left.\Omega\right|_{\omega_{\text {ort }} / 2}$, these requirements do not take into account the phase modulation of the signal by controlled rotations [point (ii) of Sec. II B] and thus could be relaxed by about 3 orders of magnitude.

TABLE VI. Constraints on angular velocity for $\eta=10^{-15}$ and $\eta=10^{-17}$. Note that, in particular for $\left.\Omega\right|_{\omega_{\text {orb }}}$ and $\left.\Omega\right|_{\omega_{\text {ort }} / 2}$, these requirement could be relaxed by about 3 orders of magnitude when applying phase modulation as described in point (ii) of Sec. II B.

| Quantity | Equations | $\eta=10^{-15}$ | $\eta=10^{-17}$ | Unit |
| :--- | :---: | :---: | :---: | :---: |
| $\left.\Omega\right\|_{\omega_{\text {ort }}}$ | $(22)$ | $3.3 \times 10^{-9}$ | $3.3 \times 10^{-10}$ | $\mathrm{rad} / \mathrm{s}$ |
| $\left.\Omega\right\|_{\omega_{\text {ott }} / 2}$ | $(23)$ | $3.8 \times 10^{-5}$ | $5.1 \times 10^{-6}$ | $\mathrm{rad} / \mathrm{s}$ |
| $\sqrt{S_{\bar{\theta}}}$ | $(27)$ | $8.4 \times 10^{-6}$ | $3.2 \times 10^{-7}$ | $\mathrm{rad} / \mathrm{s}^{2} / \sqrt{\mathrm{Hz}}$ |
| $\langle\Omega$ | $(28)$ | $1.6 \times 10^{-5}$ | $1.3 \times 10^{-7}$ | $\mathrm{rad} / \mathrm{s}^{2}$ |
| $\langle\Omega\rangle$ | $(29)$ | $7.5 \times 10^{-6}$ | $5.4 \times 10^{-7}$ | $\mathrm{rad} / \mathrm{s}$ |
| $\left\langle\Omega^{2}\right\rangle$ | $(29)$ | $1.5 \times 10^{-5}$ | $9.8 \times 10^{-8}$ | $\mathrm{rad}^{2} / \mathrm{s}^{2}$ |

## C. Orbit control

The error mitigation techniques as well as the extraction of the target signal rely on the knowledge of the local gravitational potential. Since the inertial quantum sensor performs a local differential measurement, orbit errors only play a role via perturbing effects from external factors. An error in the knowledge of the satellite's position at the time of a measurement directly translates to an error due to an incorrect estimation of the corresponding differential gravitational acceleration and its gradients.

## 1. Model

To analyze the effect of an orbit uncertainty we utilize a satellite simulator which enables us to study the effects of statistical and systematic uncertainties in the satellite's orbit or attitude. The simulator, called SQUID (satellite-based quantum systems for inertial sensing and discovery of new physics), allows to synthetically generate a space-borne atom interferometer signal and also analyze it assuming arbitrary orbit and attitude configurations. Here, we generate a realistic signal using a distorted orbit and fit it using a model assuming a perfect, i.e., circular, orbit to study orbit uncertainty induced limitations.
We implement orbit distortions using the Hill model which characterizes the position errors (for weakly eccentric orbits) at time $t$ according to [68]

$$
\begin{align*}
& \Delta R(t)=\frac{1}{2} X \cos \left(\omega_{\text {orb }} t+\varphi_{R}\right)+c_{R}, \\
& \Delta T(t)=-X \sin \left(\omega_{\text {orb }} t+\varphi_{R}\right)-\frac{3}{2} \omega_{\text {orb }} c_{R} t+d_{R}, \\
& \Delta N(t)=Y \cos \left(\omega_{\text {orb }} t+\varphi_{N}\right), \tag{30}
\end{align*}
$$

where $(\Delta R, \Delta T, \Delta N)$ denotes the uncertainty in the (radial, tangential, normal) axis. $X, Y, c_{R}$, and $d_{R}$ are amplitude coefficients. For example, a radial uncertainty with $X>0$ relates to an eccentricity of $e=\sqrt{X / r}$, where $r$ is the radius of the inertial circular orbit. A deviation from the circular orbit, e.g., one leading to $e>0$, introduces additional components of the gravity gradient that are modulated with the orbital frequency [52].

The signal under consideration is given by

$$
\begin{equation*}
\delta \Phi\left(t_{j}\right)=2\left[\eta g_{x}\left(t_{j}\right)+\delta r_{x, 0} \Gamma_{x x}\left(t_{j}\right)\right] k_{A B} T^{2}, \tag{31}
\end{equation*}
$$

where $\Gamma_{x x}$ is the $x x$ component of the gravity gradient and $x$ equals the direction of the sensitive axis of the interferometer assuming an inertial attitude. The signal is sampled at certain satellite positions $r_{S}\left(t_{j}\right)$ where $t_{j}$ marks the times a measurement is performed: $t_{j} \in\left[0, T_{c}, \ldots, T_{\mathrm{sc}}\right]$.
To perform the analysis, a signal is generated according to Eq. (31) using positions $r_{S}$ computed for a circular orbit with a distortion given by Eq. (30). To estimate the
uncertainty introduced by the distortion, we perform a least squares analysis of this signal using a fit model assuming an undistorted circular orbit (see Appendix C).

## 2. Application

To estimate the maximum allowed orbit distortion for the STE-QUEST mission proposal, we initialize the unperturbed orbit as circular with the parameters stated in Table I ( $\eta=10^{-17}$ ). We will focus on $X$ because distortions along the radial and tangential axis directly couple into the signal through the gravity gradient. The normal axis is always perpendicular to the sensitive axis and will lead to less stringent requirements. The simulation was carried out with input values of $\eta=10^{-17}$ and $\delta r_{x, 0}=1 \mu \mathrm{~m}$. The result of the analysis, i.e., the resulting fitted values and uncertainties of $\eta$ and $\delta r_{x, 0}$ as a function of $X$, is depicted in Fig. 5. It is clearly visible that the correct value for $\delta r_{x, 0}$ is recovered in the fit with an uncertainty of $\pm 0.05 \mathrm{~nm}$, independent of the orbit error $X \leq 10^{3} \mathrm{~m}$. The resulting $\eta$, however, drifts away from the expected value $\eta=10^{-17}$ for increasing orbit errors $X$. After $X \approx 250 \mathrm{~m}$, the expectation value leaves the confidence interval of the fit. This would correspond to a requirement on the maximum tolerable eccentricity, $e \approx 5.6 \times 10^{-3}$.

Note that this analysis does not take any attenuation techniques into account. Normally, the satellite's position is measured together with the differential acceleration leading to a requirement only on the knowledge of the orbit's eccentricity.


FIG. 5. Orbit control analysis. The signal was generated using $\eta=10^{-17}$ and $\delta r_{x, 0}=1 \mu \mathrm{~m}$. The fit was performed for various distortion strengths $X$ [see Eq. (30)] while every other parameter in Eq. (30) was set to zero. Each blue point corresponds to ten fits with different white noise that have been averaged. The error bars represent the standard deviation of the ten fits.

## D. Attitude control

The decorrelation technique (see Sec. II B) to decouple the signal at interest, i.e., $\eta g_{x}(t)$, from spurious effects modulated at the same frequency relies on the control of the satellite's attitude. By periodically performing discrete rotations of the satellite during the science time, we introduce phase jumps in the Eötvös signal $\eta g_{x}(t)$ that help to decorrelate it from external influences modulated at orbital frequency that are not affected by these rotations. These rotations, however, need to be controlled up to a certain level to not introduce additional systematics reducing the sensitivity of the sensor. Here, we exploit SQUID to analyze uncertainties in these satellite rotations and set requirements on the attitude control system.

## 1. Model

For the numerical analysis, we proceed similarly as in Sec. IV C. Here, the synthetic signal includes the WEP violation plus some spurious accelerations,

$$
\begin{equation*}
\delta \Phi\left(t_{j}\right)=2\left[\eta g_{x}\left(t_{j}\right)+\delta a_{\mathrm{DC}}+\delta a_{\mathrm{orb}}\left(t_{j}\right)\right] k_{A B} T^{2} \tag{32}
\end{equation*}
$$

where $t_{j} \in\left[0, T_{c}, \ldots, T_{\text {sc }}\right]$ denotes the times a measurement is performed. The linear gravitational acceleration $g_{x}\left(t_{j}\right)=$ $g_{x}\left[r_{S}\left(t_{j}\right), \theta\left(t_{j}\right)\right]$ is determined by the satellite's position $r_{S}$ and attitude $\theta$ at time $t_{j}$. $\delta a_{\mathrm{DC}}$ denotes a spurious constant differential acceleration while $\delta a_{\text {orb }}\left(t_{j}\right)$ is modulated at orbital frequency, i.e., $\delta a_{\text {orb }}\left(t_{j}\right)=\delta a_{\text {orb,max }} \cos \left(\omega_{\text {orb }} t_{j}\right)$. Note that both of these additional differential accelerations are assumed to be immune to changes in the satellite's attitude.

Here, we focus on a circular orbit where the satellite is kept inertial but rotated by $10^{\circ}+\Delta \theta_{m}$ every 50 orbits. $\Delta \theta_{m}$ denotes the rotation noise that is drawn from a Gaussian distribution with zero mean and standard deviation $\sigma_{\Delta \theta}$ every time the satellite is rotated. To this signal, we additionally add atomic shot noise. The model matrix is constructed as in Eq. (C2) assuming rotations of the satellite without any noise: $\Delta \theta_{m}=0, \forall m$. Finally, we fit the signal using our model for the free parameters $\eta$, $\delta a_{\mathrm{DC}}$, and $\delta a_{\text {orb,max }}$ for various noise levels $\sigma_{\Delta \theta}$.

## 2. Application

In the following, we will consider the parameters of STEQUEST (see Table I, $\eta=10^{-17}$ ) to set a requirement on the attitude control system with a focus on the decorrelation technique defined in Sec. II B. The result of this analysis is depicted in Fig. 6. Here, we iterate over different rotation noise strengths $\sigma_{\Delta \theta}$ and try to recover the Eötvös parameter, $\eta$, a constant differential acceleration, $\delta a_{\mathrm{DC}}$, and a differential acceleration modulated at orbital frequency, $\delta a_{\text {orb,max }}$, from the noisy signal. The signal is generated using $\eta=10^{-17}, \delta a_{\mathrm{DC}}=g_{0} \times 10^{-9}$ and $\delta a_{\text {orb,max }}=g_{0} \times 10^{-14}$


FIG. 6. Attitude control analysis. The signal was generated using Eq. (32) for $\eta=10^{-17}, \delta a_{\mathrm{DC}}=6.6 \times 10^{-9} \mathrm{~m} / \mathrm{s}^{2}$, and $\delta a_{\text {orb,max }}=6.6 \times 10^{-14} \mathrm{~m} / \mathrm{s}^{2}$. Each row displays the fit result for the respective parameter that is shown for various attitude noise levels $\sigma_{\Delta \theta}$. The orange points show the target values, whereas the blue points show the recovered value from the fit. The error bars represent the standard deviation of the ten fits.
as these correspond to the orders of magnitude of uncertainties in the differential acceleration induced by blackbody radiation and magnetic fields (dc effects) and by self-gravity gradients (alternating current effect) (see Sec. III B). The differential acceleration signals $\delta a_{\mathrm{DC}}$ and $\delta a_{\text {orb,max }}$ could be recovered independent of the rotation noise $\sigma_{\Delta \theta} \in\left[10^{-5}, 10^{-1}\right]^{\circ}$. The Eötvös parameter, however, is only recovered up to an uncertainty of $10^{-17}$ for rotation noise below a few $0.01^{\circ}$, which is well within reach of standard star trackers and attitude control systems.

## V. FEASIBILITY

In this section, we want to summarize and compute the previously derived requirements for the parameters in Table I. The technical readiness level of a mission like STE-QUEST greatly benefits from the heritage of platform stability systems of previous missions. Thus, we also evaluate the requirements by analyzing the environment of previous and current missions, i.e., MICROSCOPE, LISA Pathfinder (LPF), and GRACE-FO. ${ }^{4}$

[^4]TABLE VII. Requirements on satellite accelerations and rotations for $\eta=10^{-15}$ and $\eta=10^{-17}$. Both scenarios feature different atom interferometer sequences given in Table I. The constraints are checked by analyzing the data from MICROSCOPE ([70] for acceleration and [67] for rotation data), LISA Pathfinder (LPF) [71], and GRACE-FO [69]. Note that $\Delta \Phi_{i}^{a}$ and $\Delta \delta \Phi_{\ddot{\theta}}$ are evaluated at frequencies $f T_{c}>1$ whereas the quantities $\langle\cdot\rangle$ are constraints on smaller frequencies $f T_{c}<1$.

| Quantity | Equations | $\eta=10^{-15}$ | MICROSCOPE | LPF | GRACE-FO | $\eta=10^{-17}$ | MICROSCOPE | LPF | GRACE-FO | Unit |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta \Phi_{i}^{a}$ | $(19)$ | $\pi / 10$ | 0.01 | 0.11 | 0.003 | $\pi / 10$ | 0.02 | 0.22 | 0.03 | rad |
| $\langle\dot{a}\rangle$ | $(20)$ | $3.2 \times 10^{-11}$ | $1.0 \times 10^{-12}$ | $5.3 \times 10^{-11}$ | $2.0 \times 10^{-12}$ | $2.6 \times 10^{-13}$ | $7.6 \times 10^{-14}$ | $5.4 \times 10^{-13}$ | $3.0 \times 10^{-13}$ | $\mathrm{~m} / \mathrm{s}^{3}$ |
| $\left.\Omega\right\|_{\omega_{\text {orb }}}$ | $(22)$ | $3.3 \times 10^{-9 a}$ | $1.2 \times 10^{-8}$ | $4.0 \times 10^{-10}$ | $\ldots$ | $3.3 \times 10^{-10^{\mathrm{a}}}$ | $1.2 \times 10^{-8}$ | $4.0 \times 10^{-10}$ | $\cdots$ | $\mathrm{rad} / \mathrm{s}$ |
| $\left.\Omega\right\|_{\omega_{\text {ort }} / 2}$ | $(23)$ | $3.8 \times 10^{-5 a}$ | $3.7 \times 10^{-8}$ | $3.8 \times 10^{-10}$ | $\ldots$ | $5.1 \times 10^{-6 \mathrm{a}}$ | $3.7 \times 10^{-8}$ | $3.8 \times 10^{-10}$ | $\ldots$ | $\mathrm{rad} / \mathrm{s}$ |
| $\Delta \delta \Phi_{\ddot{\theta}}$ | $(27)$ | $4.5 \times 10^{-3}$ | $2.1 \times 10^{-5}$ | $1.9 \times 10^{-6}$ | $\ldots$ | $8.9 \times 10^{-4}$ | $2.6 \times 10^{-5}$ | $1.5 \times 10^{-6}$ | $\ldots$ | rad |
| $\langle\Omega\rangle$ | $(29)$ | $7.5 \times 10^{-6}$ | $1.3 \times 10^{-9}$ | $2.9 \times 10^{-10}$ | $\ldots$ | $5.4 \times 10^{-7}$ | $3.9 \times 10^{-11}$ | $4.5 \times 10^{-12}$ | $\ldots$ | $\mathrm{rad} / \mathrm{s}$ |
| $\langle\dot{\Omega}\rangle$ | $(28)$ | $1.6 \times 10^{-5}$ | $4.1 \times 10^{-9}$ | $8.8 \times 10^{-10}$ | $\ldots$ | $1.3 \times 10^{-7}$ | $5.9 \times 10^{-10}$ | $5.0 \times 10^{-11}$ | $\cdots$ | $\mathrm{rad} / \mathrm{s}^{2}$ |

${ }^{\text {a }}$ Can be relaxed by a factor $10^{3}$ to address the modulation of the EP-violating signal (cf. (ii) of Sec. II B).

Table VII summarizes the constraints for STE-QUEST as well as the results for MICROSCOPE, LPF, and GRACE-FO. For MICROSCOPE, we use the PSD of differential acceleration given in Ref. [70], as the satellite drag-free system is servocontrolled by one test mass, thus the differential acceleration between the test masses acts as an out of loop sensor for residual spacecraft accelerations. The rotation PSD is obtained from Ref. [67], based on star-tracker data. For LPF and GRACE-FO, we use the PSDs presented in Refs. [69,71], respectively. Integrating the PSDs together with the respective transfer functions [Eqs. (19) and (26)] using a frequency band of $f \in\left[1 / T_{c}, \infty\right)$ directly yields the uncertainty in the phase for a measurement of the differential acceleration. The quantities $\langle\cdot\rangle$ in Table VII, which are requirements on the fluctuations in between cycles, are evaluated by integrating the respective PSD using frequencies smaller than the cycle frequency, i.e., $f \in\left(0,1 / T_{c}\right]$. The angular velocity component modulated at orbital frequency, $\left.\Omega\right|_{\omega_{\text {orb }}}$, is obtained by $\left.\Omega\right|_{\omega_{\text {orb }}}=S_{\ddot{\theta}}\left(\omega_{\text {orb }}\right) / \omega_{\text {orb }}^{2} / T_{\text {obs }}$, where $S_{\ddot{\theta}}$ is the angular acceleration PSD that was obtained from a measurement with duration $T_{\text {obs }}$, analogously for $\left.\Omega\right|_{\omega_{\text {orb }} / 2}$.

In conclusion, most of the requirements are met with some margin, proving the technical readiness level of even a Q-WEP test at the $\eta=10^{-17}$ level. For LPF, the change in the average linear acceleration in-between measurements, $\langle\dot{a}\rangle$, is about twice as large as the requirement. However, this is limited by out of loop noise on LPF, which could be reduced by acting on the laser frequency, which allows increasing the loop bandwidth. The same method can be applied to handle the slightly too large value of GRACE-FO.

## VI. CONCLUSION

We have studied the platform requirements for a satellite-based dual-species atom interferometer testing the WEP beyond current state-of-the-art measurements. In particular, we have derived the rotation, acceleration, and
orbit control requirements that a satellite needs to fulfill in order to allow a measurement of the Eötvös parameter $\eta$ to the unprecedented sensitivity of $10^{-17}$. We have demonstrated that the performance of previous (MICROSCOPE and LPF) and current (GRACE-FO accelerometer) satellite missions is sufficient to achieve the proposed sensitivity, underpinning the technical readiness of the STE-QUEST mission.

Additionally, we have derived requirements on selfgravity, temperature, and magnetic field control inside the satellite at the payload location. To do so we have evaluated the effect of perturbing potentials up to order 4 of a polynomial expansion in position, which is beyond the reach of "standard" methods (e.g. [72]).

Ultimately, missions using atom interferometry are limited by atomic shot noise and the necessarily finite number of atoms that can be cooled and used. We anticipate that the development of entangled atomic source strategies [73-76] could reduce the constraints on the satellite platform and/or lead to better sensitivity to a violation of WEP.
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## APPENDIX A: PHASE SHIFT CALCULATIONS

The phase shift $\Phi$ of a single atom interferometer arises from the overlap of two wave packets that traveled along different arms of the interferometer. This propagation is encoded in the unitary time-evolution operator $\hat{U}_{j}$ associated with arm $j=1,2$ that ends in the considered exit port. It includes the relevant momentum transfer at the points of atom-light interaction, as detailed below. In a typical geometry, both arms are generated from the same initial wave packet $|\psi\rangle$, so that the expectation value of the overlap reads

$$
\begin{equation*}
\mathcal{O}=\langle\psi| \hat{U}_{1}^{\dagger} \hat{U}_{2}|\psi\rangle=\mathscr{V} \exp (\mathrm{i} \Phi), \tag{A1}
\end{equation*}
$$

where we have defined the visibility $\mathscr{V}$. There are different methods to calculate the phase shift, such as in phase space [77,78] or using path integrals [56,58,72,79], as well as representation-free $[80,81]$ and perturbative techniques [57].

## 1. Path integrals

The most commonly used method is based on path integrals [72], where the overlap is usually obtained in position representation with $\psi(\xi)=\langle\xi \mid \psi\rangle$ so that it takes (in one dimension) the form
$\mathcal{O}=\iiint \mathrm{d} x \mathrm{~d} \xi_{1} \mathrm{~d} \xi_{2} \psi^{*}\left(\xi_{1}\right)\left\langle\xi_{1}\right| \hat{U}_{1}^{\dagger}|x\rangle\langle x| \hat{U}_{2}\left|\xi_{2}\right\rangle \psi\left(\xi_{2}\right)$.
In principle, the propagator can be calculated by path integrals

$$
\begin{equation*}
\langle x| \hat{U}_{j}\left|\xi_{j}\right\rangle=\int_{\xi_{j}}^{x} \mathscr{D} \mathscr{X} \exp \left(\mathrm{i} S_{j}[\mathscr{X}] / \hbar\right) \tag{A3}
\end{equation*}
$$

where the action functional $S_{j}[\mathscr{X}]$ depends on the Hamiltonian that describes the motion along arm $j$, so that Eq. (A2) corresponds to the influence functional [82,83]. For an exact description the complete path integral has to be evaluated, and so far there is no connection to a classical trajectory, let alone the classical action, since the evaluation requires an integration over all trajectories $\mathscr{X}$. Hence, the path integral is in general not associated with any vanishing variation of the action [84].
However, one can write $\mathscr{X}=x_{j}+\nu$, where $x_{j}(t)$ is the classical trajectory with initial condition $\xi_{j}$ and $\nu(t)$ are fluctuations with vanishing initial conditions. Expanding the action around the classical trajectories $x_{j}$, the linear order of expansion vanishes since the classical trajectory follows Euler-Lagrange equations. Hence, one arrives [85] at

$$
\begin{equation*}
\langle x| \hat{U}_{j}\left|\xi_{j}\right\rangle=\exp \left(\mathrm{i} S_{j}\left[x_{j}\right] / \hbar\right) \int \mathscr{D} \nu \exp \left(\mathrm{i} \delta S_{j}[\nu] / \hbar\right) \tag{A4}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta S_{j}[\nu]=\frac{\partial^{2} S_{j}}{2 \partial x_{j}^{2}} \nu^{2}+\frac{\partial^{2} S_{j}}{2 \partial \dot{x}_{j}^{2}} \dot{\nu}^{2}+\frac{\partial^{2} S_{j}}{2 \partial x_{j} \partial \dot{x}_{j}} \nu \dot{\nu}+\cdots, \tag{A5}
\end{equation*}
$$

where the derivatives are evaluated at $\nu=0$ and the remaining path integral is the fluctuation integral. It can be calculated exactly for linear potentials and is independent of initial and final conditions. Since the momentum transfer that acts during beam splitter and mirror pulses can be modeled by a linear potential, a calculation for simple cases of atom interferometers is straightforward.

For a symmetric double-diffraction Mach-Zehnder interferometer with interrogation time $T$ and acceleration $a$ that closes in phase space, one arrives at a phase
$\left(S_{2}-S_{1}\right) / \hbar=2 k a T^{2}+\Phi_{\mathrm{L}}(-T)-2 \Phi_{\mathrm{L}}(0)+\Phi_{\mathrm{L}}(T)$
and no further phase contributions arise from the fluctuation integral. In this case, one can associate the phase with the difference of classical action $S_{2}-S_{1}$. Here, $\Phi_{\mathrm{L}}(t)$ is the laser phase at time $t$ and its discrete second derivative enters the phase.

Moreover, the fluctuation integral can also be evaluated for general quadratic Lagrangians, and hence, as an approximation for higher orders using the method of stationary phase. However, in this case the observed phase difference depends not solely on the difference of actions, because the wave packets do not generally overlap perfectly in phase space [86] and a separation phase occurs [58]. In addition, depending on the particular potential, the shape of the wave packets might change and lead to additional contributions. Nevertheless, one can use path integrals to calculate perturbative effects of rotations and quadratic potentials [72].

Such techniques can be used for phase estimations that are based on classical actions, also for potentials beyond quadratic order and without explicitly evaluating the fluctuation integral [56]. While these approaches give some insight into possible phase contributions, they are effectively semiclassical.

When evaluating the difference of actions between both classical trajectories, the virial theorem can be used to express the corresponding integrals solely through the midpoint trajectory $\left(x_{1}+x_{2}\right) / 2$ and the arm separation $x_{1}-x_{2}$ for a linear potential [87]. One can also perform an expansion of the potential around this midpoint trajectory in orders of the arm separation [58]. This way, one obtains a convenient tool for a calculation of the action difference, but not for obtaining the exact Feynman propagator for arbitrary potentials by evaluating the fluctuation integral.

One can circumvent such problems by treating weak potentials as a perturbation.

## 2. Perturbative operator method

We rely on a perturbative but operator-valued method following the work of [57]. Let us assume that the Hamiltonian inducing the motion along arm $j$ takes the form $\hat{H}_{j}=\hat{\mathscr{H}}_{j}+\hat{V}$. The first, unperturbed contribution,

$$
\hat{\mathscr{H}}_{j}=\frac{\hat{p}^{2}}{2 m}-\hbar \sum_{\ell}\left[k_{j}^{(\ell)} \hat{x}+\Phi_{\mathrm{L}}^{(\ell, j)}(t)\right] \delta\left(t-T_{\ell}\right)
$$

includes the momentum transfer $k_{j}^{(\ell)}$ on arm $j$ of pulse $\ell$ at time $T_{\ell}$ (being equal to $-T, 0$, and $T$ respectively at the first, second, and third pulse), and we have included the corresponding laser phase $\Phi_{\mathrm{L}}^{(\ell, j)}$ in this effective potential. Moreover, we assume that the perturbing potential has the form

$$
\begin{equation*}
V(\hat{x})=\sum_{n=1}^{N} c_{n} \hat{x}^{n} \tag{A7}
\end{equation*}
$$

that also incorporates a linear term, which accounts for perturbative accelerations and, in particular, accelerations in microgravity.

We then change into the interaction picture [57] with respect to the unperturbed Hamiltonian $\hat{\mathscr{H}}_{j}$ to calculate the overlap from Eq. (A2). We make use of the fact that the phase for a closed [86], unperturbed atom interferometer can be trivially calculated, e.g., using path integrals [72] as described above or by an representation-free method [80]. The remaining part of the overlap amounts to perturbatively calculating the Schwinger-Keldysh closed-timepath Green's function, which is equivalent to evaluating the influence functional known from the path-integral formalism [83]. Using a combination of Magnus expansion and cumulant expansion, one can show [57] that $\Phi=$ $\Phi_{\mathrm{L}}(-T)-2 \Phi_{\mathrm{L}}(0)+\Phi_{\mathrm{L}}(T)+\Phi_{\text {pert }}$, directly obtained from the overlap, consists of a phase induced by the unperturbed Hamiltonian and additional perturbations $\Phi_{\text {pert }}$ that can be divided into two contributions, namely

$$
\begin{align*}
\Phi_{\text {pert }}= & -\frac{1}{\hbar} \int_{-T}^{T} d t\left[V\left(x_{1}(t)\right)-V\left(x_{2}(t)\right)\right] \\
& -\frac{1}{2 \hbar} \int_{-T}^{T} d t\left[\left.\frac{\partial^{2} V}{\partial^{2} x}\right|_{x_{1}(t)}-\left.\frac{\partial^{2} V}{\partial^{2} x}\right|_{x_{2}(t)}\right]\left[\sigma_{x}^{2}+\sigma_{v}^{2} t^{2}\right] . \tag{A8}
\end{align*}
$$

Here, $x_{j}(t)$ describes the classical unperturbed trajectory along arm $j$, i.e., the one induced by the classical analog of $\hat{\mathscr{H}}_{j}$. Moreover, $\sigma_{x}^{2}$ is the initial width in position of the wave packet and $\sigma_{v}^{2}$ is its initial velocity width. For this form, we have assumed that there is initially no correlation between
position and momentum. The first contribution is just the perturbing potential $V$ evaluated at the classical, unperturbed trajectories of both arms, whereas the second contribution accounts for imperfect overlap of wave packets due to their deformation.

We find for harmonic, cubic, and quartic perturbations, i.e., for $N=4$, in a double-diffraction Mach-Zehnder interferometer

$$
\begin{align*}
\Phi_{\text {pert }}= & -\frac{2 k T^{2}}{m} c_{1}-2 \frac{2 k T^{2}}{m} x(T) c_{2}+\kappa c_{3} \\
& +4\left[\kappa x(T)+\frac{k T^{2}}{m}\left(4 x^{3}(T)-2 T^{3} v_{0} \sigma_{v}^{2}\right)\right] c_{4}, \tag{A9}
\end{align*}
$$

with the abbreviation

$$
\kappa=-\frac{k T^{2}}{m}\left[6 x^{2}(T)+6 \sigma_{x}^{2}+T^{2}\left(v_{0}^{2}+\left(\frac{\hbar k}{m}\right)^{2}+7 \sigma_{v}^{2}\right)\right]
$$

and $x(T)=x_{0}+v_{0} T$, where $x_{0}$ and $v_{0}$ correspond to the initial expectation value of position and velocity, respectively. In particular, we observe that wave packet deformations arise for cubic potentials, whereas for quadratic potentials initial conditions enter because the perturbation causes the interferometer to open [86]. The first term that stems from linear potentials has exactly the form $2 k a T^{2}$ discussed in Eq. (A6).

## 3. Deriving constraints on the potential's coefficients

In order to reach the proposed target uncertainty, we require that each spurious phase shift induced by the different coefficients of the potential in Eq. (A7) is smaller than the Eötvös signal $2 \eta g_{0} k_{\mathrm{AB}} T^{2}$. It should be noted that the coefficients $c_{n}$ scale different parameters in the differential phase:

$$
\begin{align*}
\delta \Phi= & \delta \Phi_{1}\left(k_{i}, T, m_{i}\right) c_{1}+\delta \Phi_{2}\left(k_{i}, T, m_{i}, x_{0, i}, v_{0, i}\right) c_{2} \\
& +\sum_{j=3}^{N} \delta \Phi_{j}\left(k_{i}, T, m_{i}, x_{0, i}, v_{0, i}, \sigma_{x, i}, \sigma_{v, i}\right) c_{j} \tag{A10}
\end{align*}
$$

where $i$ marks the species and assuming $c_{n}$ is species independent. The terms that are independent of statistical parameters can be suppressed by knowing the value of $c_{n}$ up to an uncertainty $\Delta c_{n}$ leaving

$$
\begin{align*}
\Delta \delta \phi= & \left|\delta \Phi_{1}\right| \Delta c_{1}+\sum_{j=2}^{N}\left[\left|\Delta \delta \Phi_{j}\left(\Delta \delta x_{0}, \Delta \delta v_{0}\right)\right| c_{j}\right. \\
& \left.+\left|\delta \Phi_{j}\left(\delta x_{0}, \delta v_{0}\right)\right| \Delta c_{j}+\left|\Delta \delta \Phi_{j}\left(\Delta \delta x_{0}, \Delta \delta v_{0}\right)\right| \Delta c_{j}\right] \tag{A11}
\end{align*}
$$

where $\Delta \delta \Phi_{j}\left(\Delta \delta x_{0}, \Delta \delta v_{0}\right)=\left|\partial \delta \Phi_{j} /\left(\partial \delta x_{0}\right)\right| \Delta \delta x_{0}+\mid \partial \delta \Phi_{j} /$ $\left(\partial \delta v_{0}\right) \mid \Delta \delta v_{0}$. Note that this is a pessimistic treatment.

Since most of these contributions are uncorrelated, the favorable quadratic sum would also suffice.

Thus, we get requirements on the nominal values $c_{n}$ for $n>2$ and on the uncertainties $\Delta c_{n}$ for all $n$ :

$$
\begin{align*}
c_{j} & \leq 2 \eta g k_{\mathrm{AB}} T^{2} /\left|\Delta \delta \Phi_{j}\right|, \quad j \in \mathbb{N} \backslash\{1\} \\
\Delta c_{j} & \leq 2 \eta g k_{\mathrm{AB}} T^{2} /\left(\left|\delta \Phi_{j}\right|+\left|\Delta \delta \Phi_{j}\right|\right), \quad j \in \mathbb{N} . \tag{A12}
\end{align*}
$$

For some applications, the potential might not only be linear in the coefficients of interest. For example, for the blackbody radiation potential we find
$V_{\text {BBR }}(x)=\frac{2 \alpha_{i} \sigma}{c \epsilon_{0}} T_{\text {tube }}^{4}(x), \quad T_{\text {tube }}(x)=\sum_{n=0} t_{n} x^{n}$
yielding $c_{n}=f\left(\left\{t_{m}\right\}_{m=0}^{n}\right)$, where $f$ denotes an arbitrary function. Thus, the constraints on $t_{n}$ are codependent where the constraint on $t_{n}$ depends on the value of $t_{n-1}$,

$$
\begin{align*}
t_{j} & \leq 2 \eta g k_{\mathrm{AB}} T^{2} / \Delta \delta \Phi_{j}\left(\left\{t_{m}\right\}_{m=0}^{j-1}\right), \quad j \in \mathbb{N} \backslash\{1\}, \\
\Delta t_{j} & \leq 2 \eta g k_{\mathrm{AB}} T^{2} /\left(\left|\partial_{t_{j}} \delta \Phi\left(\left\{t_{m}\right\}_{m=0}^{n}\right)\right|+\left|\partial_{t_{j}} \Delta \delta \Phi\left(\left\{t_{m}\right\}_{m=0}^{n}\right)\right|\right), \\
& j \in \mathbb{N} . \tag{A14}
\end{align*}
$$

This set of equations can be solved by assuming values for $t_{0}, \Delta t_{0}$ and $t_{1}$. The second-order Zeeman effect can be treated analogously.

## APPENDIX B: DERIVING THE ANGULAR ACCELERATION TRANSFER FUNCTION

For the following derivation of the angular acceleration transfer function, we look at the configuration shown in Fig. 3 and work in an inertial frame whose origin coincides with the center of mass of the satellite for all times $t$. The orientation is chosen such that the sensitive axis of the interferometer is aligned with the $x$ axis when the atoms are initialized. The mirror is assumed to be rectangular with a thickness of $d_{\mathrm{M}}$ with its center of mass positioned at $\mathbf{r}_{\mathrm{M}}$. Small rotations of the mirror $\theta_{\mathrm{M}}$ simply add to the effect of the rotation of the satellite $\theta_{\mathrm{S}}$ such as the overall rotation is $\theta(t)=\theta_{\mathrm{M}}(t)+\theta_{\mathrm{S}}(t)$.
In the inertial frame, the effective wave vector reads $\mathbf{k}_{i}=$ $-k_{i} \times(\cos [\theta(t)], \sin [\theta(t)])^{T}$ and the initial velocity of the atoms is defined as $\mathbf{v}_{0}=\tilde{\mathbf{v}}_{0}+\boldsymbol{\Omega} \times \tilde{\mathbf{r}}_{0}$. For simplicity, initial accelerations are neglected. Here, $\tilde{\mathbf{r}}_{0}$ and $\tilde{\mathbf{v}}_{0}$ denote the initial position and velocity of the atoms in the rotating satellite frame. The resulting interferometer phase, $\Phi_{i}$, can be deduced from the effective laser phase $\phi_{i}(t)=$ $\mathbf{k}_{i}(t) \cdot \mathbf{r}_{i}(t)$, where $\mathbf{k}_{i}(t)$ and $\mathbf{r}_{i}(t)$ are respectively the effective wave vector and the c.m. position of species $i$ at pulse at time $t \in\{-T, 0, T\}$. We find

$$
\begin{align*}
\phi_{i}(t)= & k_{i}\left(\tilde{r}_{x, i}\left(T_{0}+T+t\right)-\left(r_{\mathrm{M}, x}+d_{\mathrm{M}}\right)\right) \\
& +k_{i} \tilde{r}_{y, i}\left(T_{0}+T+t\right) \theta(t)-\frac{1}{2} k_{i} \tilde{r}_{x, i}\left(T_{0}+T+t\right) \theta(t)^{2} \\
& +\mathcal{O}\left(\theta(t)^{3}\right), \tag{B1}
\end{align*}
$$

where $\quad \tilde{r}_{x, i}(t)=r_{x, 0, i}+\left(v_{x, 0, i}-r_{y, 0, i} \Omega_{0}\right) t$ and $\quad \tilde{r}_{y, i}(t)=$ $r_{y, 0, i}+\left(v_{y, 0, i}+r_{x, 0, i} \Omega_{0}\right) t$ denote the atoms' position in the rotated reference frame and $T_{0}$ is the dead time measuring the duration from the release of the atoms until the first laser pulse at $t=-T$ is applied. $\Omega_{0}=$ $d \theta /\left.d t\right|_{t=-T_{0}-T}$ denotes the angular velocity of the satellite at the release of the atoms. In the final atom interferometer phase, $\Phi_{i}=2\left[\phi_{i}(-T)-2 \phi_{i}(0)+\phi_{i}(T)\right]$, all terms that are constant or linear in time vanish:

$$
\begin{align*}
\Phi_{i}= & 2 k_{i}\left[\tilde{r}_{y, i}\left(T_{0}\right) \theta(-T)-2 \tilde{r}_{y, i}\left(T+T_{0}\right) \theta(0)\right. \\
& \left.+\tilde{r}_{y, i}\left(T_{0}+2 T\right) \theta(T)\right]+\mathcal{O}\left(\theta(t)^{2}\right) . \tag{B2}
\end{align*}
$$

The sensitivity function of the differential phase $\delta \Phi$ [see Eq. (15)] for a jump in the satellite rotation $\Delta \theta(t)$ at time $t$ is defined as [65]

$$
\begin{equation*}
g_{\theta}(t)=\lim _{\Delta \theta \rightarrow 0} \frac{\Delta \delta \Phi(\Delta \theta(t))}{\Delta \theta(t)} \tag{B3}
\end{equation*}
$$

Inserting Eq. (B2) yields
$g_{\theta}(t)=2 k_{A B} \times \begin{cases}0, & t<-T \\ -\left(\delta r_{y, 0}+\delta v_{y, 0} T_{0}\right), & -T<t<0 \\ \left(\delta r_{y, 0}+\delta v_{y, 0}\left(T_{0}+2 T\right)\right), & 0<t<T \\ 0, & t>T,\end{cases}$
where $k_{A B}=2 k_{A} k_{B} /\left(k_{A}+k_{B}\right)$. With this, we immediately obtain the corresponding transfer function by taking the Fourier transform of the sensitivity function [65]:

$$
\begin{align*}
H_{\theta}(\omega)= & 4 k_{A B}\left[-2 i\left(\delta r_{y, 0}+\delta v_{y, 0}\left(T_{0}+T\right)\right) \sin ^{2}(\omega T / 2)\right. \\
& \left.+\delta v_{y, 0} T \sin (T \omega)\right] \tag{B5}
\end{align*}
$$

## APPENDIX C: ANALYZING SYSTEMATIC UNCERTAINTIES USING THE SATELLITE SIMULATOR

In this section, we go into more detail of how the SQUID simulator analyzes systematic and statistical uncertainties, using the orbit analysis in Sec. IV C as an example. The signal under consideration is given by

$$
\begin{equation*}
\delta \Phi\left(r_{S}\right)=2\left[\eta g_{x}\left(r_{S}\right)+2 \delta r_{x, 0} \Gamma_{x x}\left(r_{S}\right)\right] k_{A B} T^{2} \tag{C1}
\end{equation*}
$$

where $r_{S}$ denotes the satellite's position and $\Gamma_{x x}$ is the $x x$ component of the gravity gradient. For simplicity, we focus only on $\Gamma_{x x}$, but this can easily be extended to include the other components. Note that in the following the signal is sampled at certain satellite positions $r_{S}\left(t_{i}\right)$ where $t_{i}$ marks the times a measurement is performed: $t_{i+1}=t_{i}+T_{c}$.
For the numerical analysis, we construct the model used for the fit according to

$$
\mathscr{M}=2\left(\begin{array}{cc}
g_{x}\left(r_{S}\left(t_{0}\right)\right) & \Gamma_{x x}\left(r_{S}\left(t_{0}\right)\right)  \tag{C2}\\
\cdots & \cdots \\
g_{x}\left(r_{S}\left(t_{n-1}\right)\right) & \Gamma_{x x}\left(r_{S}\left(t_{n-1}\right)\right)
\end{array}\right) k T^{2}
$$

for the free parameters $p_{f}=\left(\eta, \delta r_{x, 0}\right)^{T}$ such that $\delta \Phi=$ $\left(\delta \Phi\left(r_{S}\left(t_{0}\right)\right), \ldots, \delta \Phi\left(r_{S}\left(t_{n-1}\right)\right)\right)^{T}=\mathscr{M} \cdot p_{f}$.

Our analysis is performed in the following steps:
(1) Generate a signal $\delta \tilde{\Phi}\left(r_{S}+\Delta r_{S}\right)$ assuming a certain value for $\eta$ and $\delta r_{x, 0}$ [see Eq. (C1)] for a distorted circular orbit according to the Hill model $\Delta r_{S}=(\Delta R, \Delta T, \Delta N)$ [see Eq. (30)] that is additionally subject to white noise (i.e., atomic shot noise).
(2) Generate a model matrix $\mathscr{M}$ according to Eq. (C1) using the undistorted circular orbit from item 1.
(3) Fit the generated signal (item 1) using the model (item 2) for the free parameters $\eta$ and $\delta r_{x, 0}$ for various distortion strengths $\Delta r_{S}$.
The fit can be obtained by a generalized least squares (GLS) analysis where the best possible estimate of the free parameters $p_{f}$ is obtained by

$$
\begin{equation*}
p_{f}^{\mathrm{GLS}}=\left(\mathscr{M}^{T} \Omega^{-1} \mathscr{M}\right)^{-1} \mathscr{M}^{T} \Omega^{-1} \delta \tilde{\Phi} \tag{C3}
\end{equation*}
$$

where $\Omega$ is the covariance matrix and $v_{\text {GLS }}=\left(\mathscr{M}^{T} \Omega^{-1} \mathscr{M}^{-1}\right.$ the variance-covariance matrix. Assuming a white noise model, $\Omega$ reduces to $\Omega=\sigma \mathbf{1}$ where $\sigma$ is the width of the distribution. In this case, the analysis simplifies to the ordinary least squares (OLS) method defined as

$$
\begin{equation*}
p_{f}^{\mathrm{OLS}}=\left(\mathscr{M}^{T} \mathscr{M}\right)^{-1} \mathscr{M}^{T} \delta \tilde{\Phi} \tag{C4}
\end{equation*}
$$

with its variance-covariance matrix being $v_{\text {OLS }}=$ $\sigma^{2}\left(\mathscr{M}^{T} \mathscr{M}\right)^{-1}$.
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[^1]:    ${ }^{1}$ Throughout this paper we will use $\delta$ to represent the difference of two quantities, and $\Delta$ to indicate the uncertainty of a quantity.

[^2]:    ${ }^{2} \mathrm{We}$ choose the acceleration free combination $\mathscr{A}=$ $2 k_{B} /\left(k_{A}+k_{B}\right)$ and $\mathscr{B}=-2 k_{A} /\left(k_{A}+k_{B}\right)$, see Sec. IV A, thus $\mathscr{A} \approx-\mathscr{B} \approx 1$.

[^3]:    ${ }^{3}$ Suppose the angular velocity is modulated according to $\left.\quad \Omega\right|_{\omega_{1}}=\Omega_{1} \cos \left(\omega_{1} t\right) \quad$ and $\left.\quad \Omega\right|_{\omega_{2}}=\Omega_{2} \cos \left(\omega_{2} t\right)$, where $\left|\omega_{1} \pm \omega_{2}\right|=\omega_{\text {orb }}$. Then it follows that $\left.\left.\Omega\right|_{\omega_{1}} \Omega\right|_{\omega_{2}}=$ $\Omega_{1} \Omega_{2}\left[\cos \left(\left(\omega_{1}-\omega_{2}\right) t\right)+\cos \left(\left(\omega_{1}+\omega_{2}\right) t\right)\right] / 2$. In particular, $\left|\omega_{1} \pm \omega_{2}\right|=\omega_{\text {orb }}$ leads to $\left.\left.\Omega\right|_{\omega_{1}} \Omega\right|_{\omega_{2}}=\left.\left(\Omega^{2}\right)\right|_{\omega_{\text {orb }}}$.

[^4]:    ${ }^{4}$ Note that, contrary to MICROSCOPE and LPF, GRACE-FO has no active drag-free control, and we only use the performance of the onboard accelerometer [69] as an estimate of the expected residual satellite accelerations.

