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PREFACE

Two years after the Journees 2017 at Alicante University, the Journees 2019 Astrometry, Earth

Rotation and Reference Systems in the Gaia Era were organized by the Observatoire de Paris, and

took place at the Campus of the Pierre and Marie Curie University (Paris 6), France, from October

7 to 9, 2019. During three decades the Journées saga (as said Y. Yatskiv in Alicante), held in Paris

and in other European cities was lead by N. Capitaine, since 2017 its organisation was entrusted

to new faces. This is an unique forum devoted to space-time reference systems, involving both

the techniques that allow to realize them and their fondamental or pratical applications, sweeping

astrometry, Earth rotation changes and geodynamics in light of the various processes affecting

the Earth. Its organization has been the result of an active and continuing cooperation between

the Systèmes de Référence Temps Espace Department (SYRTE) of Paris Observatory and other

European institutions.

Journees 2019 have been marked by record numbers of participants and communications. There

were 118 attendants coming from 21 countries over the 5 continents. The scientific program

included 58 oral presentations and 38 posters. Presentations were split into five sessions, alternating

astrometry (sessions I and III), Earth rotation changes (Session II/IV) and solar system dynamics

(session V). Of particular interest were the communications dedicated to the results of the Gaia

mission and its possible future prolongation in IR band (Session I), the realization of the International

Celestial Frame III (session III). In session II, many interesting talks were devoted to the centennial

of the ”Earth rotation” IAU commission.

For the second time, the Journees proceedings are not in paper format but limited to an elec-

tronic edition, that can be downloaded from: https://syrte.obspm.fr/astro/journees2019/

index.php?page=presentation˙pdf along with the slides of the oral presentations and posters.

Having estimated that their results are too preliminary or were are already published in peer-reviewed

journal, some authors did not submit paper. Moreover, for some posters, tributes, and introductory

talks, the corresponding slides or poster have been judged more appropriate. They can be found on

the Journees 2019 web site. The number of papers that have been collected for the proceedings

amounts 61. Each of them has been referenced in ADS biliographic database by Zinovy Malkin.

The proceedings are available on the website of the Journees 2019, that will be maintained for

years. Anyway they will be put on an electronic archive. All submitted paper have been carefully

reviewed and corrected accordingly. We are especially grateful to Sergei Klioner, Laura Fernandez

and Maria Karbon for having largely contributed to this review. Alberto Escapa and Zinovy Malkin

brought valuable corrections pertaining to formal aspects of the proceedings. Olivier Becker set up

the upolad system and the LateX layout.

We want to thank all the participants in these Journees, particularly the invited speakers and

the SOC members for their excellent presentations and their invaluable commitment.

A video and audio support was insured by a technician of the Pierre and Marie Curie University.

The organization of the coffee breaks as well as the poster sessions was highly facilitated by

finding out, a few weeks before the meeting, the ”Tipi space” 5 minutes by feet from the Charpak

amphitheater. In this regard, we acknowledge the support received from the Pierre and Marie

Curie University. But, before all, we congratulate the members of the Local Organizing Committee

who faced, in reason of the exceptional number of participants, a very heavy logistic pertaining to

installation and transport of the material, especially poster grids, registration, and conference diner

at ”La Coupole”.

Christian BIZOUARD, Chair of the SOC - Jean SOUCHAY, Chair of the LOC

15 September 2020
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THE BRIGHT REFERENCE FRAME OF GAIA
AND VLBI OBSERVATIONS OF RADIO STARS

L. LINDEGREN

Lund Observatory, Lund University - Sweden - lennart@astro.lu.se

ABSTRACT. The Gaia Celestial Reference Frame is defined by faint quasars, and it is assumed

that the positions and proper motions of other sources are expressed in the same frame. For

Gaia DR2, position differences for Hipparcos stars at epoch J1991.25 show that the proper motion

system of the bright (G < 13) sources in DR2 rotate by about 0.15 mas yr−1. This is confirmed

by Lindegren (2020), using a new algorithm to compare DR2 data with published VLBI astrometry

for 41 radio stars. The spin of the bright reference frame of Gaia DR2 is caused by the different

modes of observation in Gaia and related calibration issues unresolved in DR2. To validate the bright

reference frame of Gaia in future data releases will require accurate positional VLBI observations

to be acquired in the next 5–10 years for the largest possible set of suitable radio stars.

1. THE GAIA CELESTIAL REFERENCE FRAME

The second release of Gaia data (DR2; Gaia Collaboration et al., 2018a) provides full astromet-

ric information (positions, parallaxes, and proper motions) for 1331 million sources at the reference

epoch J2015.5. Their magnitudes in the integrated Gaia band range from G ≃ 3 to 21, although

the astrometry is unreliable for G . 6 due to detector saturation. The positions and proper motions

of all sources are formally given in the second realisation of the Gaia Celestial Reference Frame,

Gaia-CRF2 (Gaia Collaboration et al., 2018b).

The primary realisation of Gaia-CRF2 is the list of positions, as given in DR2, for a subset

of 556 869 sources identified as quasi-stellar objects (QSOs), i.e. the optical emission from active

galactic nuclei (AGNs) at cosmological distances. Their proper motions, also given in DR2, are

usually insignificant and the reference frame was adjusted so that their global rotation (spin) is

zero to within 0.02 mas yr−1. 2820 of the QSOs were identified as the optical counterparts of

ICRF sources in a prototype version of ICRF3 (Jacobs et al., 2018), and were used to align the

positional system of Gaia-CRF2 with the ICRF to within about 0.02 mas at the epoch J2015.5.

An implicit assumption is that the positions and proper motions of all DR2 sources are on

the same reference frame, providing a secondary, much denser realisation of Gaia-CRF2 for all

magnitudes in the range G ≃ 3–21. However, the quality of the reference frame cannot easily

be checked except for the QSOs, which are all fainter than G ≃ 13, and 99.9% fainter than

G = 16 mag. The QSOs are, in every respect, observed and treated exactly as ordinary stars

of similar magnitude and colour, and it is therefore reasonable to assume that the levels of non-

rotation and alignment errors quoted above apply also to the stellar part of Gaia-CRF2 fainter than

G ≃ 16. As shown below, they do not apply, though, to stars brighter than G ≃ 13.

An important question is then how Gaia-CRF2, and indeed all future versions of the Gaia

CRF, can be validated for sources brighter than G ≃ 16. In this paper I argue that accurate

VLBI astrometry of radio stars can be used for this purpose, but that a concerted and well-

planned programme of such observations in the next 5–10 years is needed to match the expected

improvements in future versions of the Gaia CRF.
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Figure 1: Position differences at epoch J1991.25 between Gaia DR2 and the Hipparcos Catalogue.

The fans show the median displacements (αDR2 − αHip, δDR2 − δHip), magnified a factor 107, in

cells of ≃ 54 deg2 solid angle. The cells are coloured according to the total median displacement

in the cell. The map uses the Hammer–Aitoff projection in equatorial (ICRS) coordinates with

α = δ = 0 at the centre, north up, and α increasing from right to left.

2. THE BRIGHT REFERENCE FRAME OF GAIA DR2

Already at the time when Gaia DR2 was published, it was known that the reference frame for

the bright sources (G . 13) has a significant (≃ 0.15 mas yr−1) spin relative to the quasars. This

was seen from a comparison (Figure 4 in Lindegren et al., 2018) with proper motions from the

Tycho–Gaia Astrometric Solution (TGAS) of DR1. In TGAS the proper motions were obtained by

incorporating positions from the Hipparcos and Tycho-2 catalogues in the solution, thus benefiting

from the ∼24 yr epoch difference (Michalik et al., 2015).

The issue is illustrated in Figure 1. This shows the systematic differences in the positions of

Hipparcos stars between Gaia DR2 and the Hipparcos Catalogue (van Leeuwen, 2007). The position

comparison is made at the reference epoch of the Hipparcos Catalogue, J1991.25, by propagating

the Gaia DR2 positions back to this epoch, using the proper motions in DR2. The pattern shows

a very clear signature of rotation, by about 3.6 mas around the direction (α, δ) = (53◦,+15◦).

There are three possible explanations for this global pattern: (i) a misalignment of the Hipparcos

Catalogue at J1991.25 with respect to the ICRS by 3.6 mas; (ii) a similar but opposite misalignment

of the Gaia DR2 positions at J2015.5; or (iii) a spin of the DR2 proper motions relative to ICRS by

about (3.6 mas)/(24.25 yr) ≃ 0.15 mas yr−1. From the way the Hipparcos Catalogue was aligned

with ICRS (Kovalevsky et al., 1997), explanation (i) is very unlikely (formally, the probability is

<10−6), and (ii) can be ruled out on similar grounds (cf. Sect. 3). Although a minor part of the

effect could be explained by a combination of (i) and (ii), we must conclude that (iii) is the main

cause, i.e. that the bright reference frame of DR2 rotates with respect to ICRS at a rate of about

0.15 mas yr−1.

To further quantify this rotation, Figure 2 shows the equatorial components of the global spin

vector [ωX, ωY , ωZ] calculated in bins of the G magnitude. For G & 16 the reference frame is

non-rotating to < 0.02 mas yr−1. Between G = 14 and 16 some deviation in ωY is indicated,

although the number of QSOs is too small to allow a firm conclusion. For G . 13 the spin is very

significant, and almost constant between G = 7 and 11. From G = 11 to 13 the data are too noisy

to tell with certainty if there is a progressive transition to the faint reference frame. The combined
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Figure 2: Estimates of the global spin of the Gaia-CRF2 as a function of G. For sources fainter

than G ≃ 14 (in red), the spin is estimated from the proper motions of QSOs; for brighter sources

it is computed from the differences between the Gaia DR2 proper motions of Hipparcos stars (blue)

and Tycho-2 stars (black) and their proper motions derived from the position differences DR2−Hip

and DR2−Tyc, divided by the epoch difference of 24.25 yr.

result, using the ∼90 000 best-fitting Hipparcos stars, is:

ω ≡



ωX
ωY
ωZ


 =



−0.085± 0.025

−0.113± 0.025

−0.039± 0.025


mas yr−1, (1)

where the uncertainties follow from the estimated RMS alignment error of the Hipparcos Catalogue

at J1991.25 (0.6 mas per axis; Kovalevsky et al., 1997) divided by the epoch difference. The vector

(1) is a correction to the DR2 proper motions in the following sense:

µICRFα∗ = µDR2α∗ + ωX cosα sin δ + ωY sinα sin δ − ωZ cos δ

µICRFδ = µDR2δ − ωX sinα+ ωY cosα



 (2)

Note that this correction only applies to sources brighter than G ≃ 13.
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3. USING VLBI ASTROMETRY OF RADIO STARS

The classical method to estimate the spin (ω) of a catalogue is to derive absolute proper

motions for some objects, e.g. using VLBI, calculate the proper motion differences with respect

to the catalogue, and finally use equations like (2) to solve the components ωX , ωY , ωZ by least

squares (e.g. Bobylev, 2019). This method does not use any positional information contained in

the VLBI data, except for the differential measurements from which proper motions are derived.

But even without any associated proper motions, positional VLBI observations can contribute

to the determination of ω, just like the Hipparcos positions did for (1), provided that they are made

at an epoch sufficiently different from the Gaia epoch. The greater the epoch difference, the more

weight is contributed by the VLBI positions to the determination of ω. The early phase-referencing

VLBI observations by Lestrade et al. (1999) are thus particularly valuable, as their mean epochs in

the early 1990s provide a time baseline of more than two decades to the Gaia observations. Future

VLBI observations, even many years after the Gaia mission has ended, will for the same reason

be extremely valuable for the determination of the spin. Note that the VLBI positions at various

epochs need not refer to the same sources, since the information on ω comes from their positional

differences with respect to Gaia.

Lindegren (2020) describes a general algorithm to estimate the spin (ω) and orientation error

(ε) of a stellar catalogue by means of VLBI observations. It determines by least squares the six

constants in the linear expression

ε(t) = ε(T ) + (t − T )ω (3)

for the orientation error relative to the ICRS as a function of time, where T is the reference epoch

of the Gaia data. Applied to Gaia DR2 (T = 2015.5), using VLBI data for 41 radio stars collected

from the literature, the result is

ε(2015.5) =



−0.35± 0.14

+0.36± 0.25

+0.05± 0.05


mas , ω =



−0.077± 0.051

−0.096± 0.042

−0.002± 0.036


mas yr−1 . (4)

In this solution only 26 of the 41 radio stars were retained; 15 were iteratively rejected based on a

goodness-of-fit criterion. Most of the rejected sources are known to have significantly non-uniform

motions due to perturbing companions.

Within its uncertainty, the result for ω in Eq. (4) agrees with the spin (1) obtained from the

Hipparcos positions. It therefore supports the conclusion in Sect. 2 concerning the rotation of

the bright reference frame of Gaia DR2. The two determinations of ω are in fact not entirely

independent: the alignment of the Hipparcos Catalogue at J1991.25 to the ICRS mainly relied on

the VLBI observations of 12 radio stars made by Lestrade et al. between 1984 and 1994 (Kovalevsky

et al., 1997), and several of them also contribute heavily to (4), as discussed below.

4. THE VALUE OF OLD (AND FUTURE) VLBI OBSERVATIONS

The algorithm described in Lindegren (2020) also computes quantities Ei and Ωi representing

the statistical weights contributed by the VLBI data on each radio star (i) to the determination

of ε(2015.5) and ω, respectively (or, in the case of a rejected object, the potentially contributed

weight). Figure 3 shows these quantities plotted against the mean epoch of the VLBI observations.

From Figure 3a it is evident that the orientation at epoch J2015.5 is almost entirely determined

by VLBI observations made close to this epoch. This is expected, since the older VLBI data only

contribute to ε(2015.5) if their proper motions are good enough to provide positions at J2015.5

of competitive precision, which is usually not the case.

By contrast, in Figure 3b more than half of the total weight contributed towards the determi-

nation of ω comes from the six accepted objects with pre-1995 VLBI data, thanks to their large
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Figure 3: Weights contributed by the VLBI data for the 41 radio stars considered by Lindegren

(2020) to the estimation of (a) the orientation at J2015.5, and (b) the spin of the bright reference

frame of Gaia DR2. Filled and open circles denote sources accepted and rejected in the solution.

epoch differences with respect to the Gaia data. In order of decreasing Ωi , these objects are:

AR Lac, LS I +61 303, Cyg X-1, HD 199178, HD 22468, and BH CVn (HR 5110). All of them

were observed by Lestrade et al. (1999) with typical positional uncertainties of 0.3–0.5 mas at

their respective mean epoch. Recent programmes such as the GOBELINS survey (e.g. Kounkel et

al., 2017) often reach positional uncertainties that are ten times smaller, but because their mean

epochs are close to the Gaia DR2 epoch they mainly contribute (in this analysis) to the determi-

nation of ε(2015.5), as shown in Figure 3a. However, as more observations of a similar accuracy

will surely be added to the analysis in coming years, the determination of ω will increasingly rely on

the recent data.

Nevertheless, in spite of expected improvements in future VLBI data, the old observations will

not become obsolete. Most of the radio stars are close binaries (e.g. of RS CVn type), and many

have a third component in a long-period orbit causing a significant acceleration in the motion of the

close pair. This is the case e.g. for σ2 CrB and UX Ari, two well-observed objects in the Lestrade et

al. programme that were rejected in the present analysis due to their bad goodness-of-fit statistics.

With a more sophisticated modelling of their motions, these objects could well be included in future

analyses, in which case the early data will be extremely valuable.

For the present analysis it was sometimes possible to increase, by a large factor, the weight of

an early VLBI position simply by recalculating it, using the most recent (ICRF3) position for the

calibrator source (the quasar used for the phase referencing). One example is Cyg X-1, where the

positional uncertainty at 1991.25 was reduced from ≃1.5 mas, as given in Lestrade et al. (1999), to

the ≃0.35 mas used in this analysis. This is of course only possible when the identity and position

of the calibrator, as used in the original VLBI reduction, have been documented.

5. CONCLUSION

Based on a comparison with accurate VLBI astrometry of radio stars, it is concluded that the

bright (G . 13 mag) reference frame of Gaia DR2 is rotating with respect to quasars at a rate of

about 0.15 mas yr−1. This supports a similar conclusion based on a comparison with Hipparcos

positions at the epoch J1991.25. On the other hand, QSO data show that the faint (G & 16)

reference frame of Gaia DR2 is non-rotating at <0.02 mas yr−1. The difference between the bright

and faint reference frames is related to the different modes of observation (CCD sampling) in Gaia,

and associated calibration issues that will only be resolved in future releases (see Appendix B in

Lindegren, 2020, for details).
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The comparison of Gaia DR2 data with VLBI astrometry uses a new algorithm that incorpo-

rates in an optimal way both positional information and proper motions in a single solution of the

orientation (ε) and spin (ω) of the Gaia reference frame with respect to the ICRS.

It is expected that the the celestial reference frame will be an order of magnitude more precise

in the final release of Gaia data than it is in DR2. To validate the bright reference frame of future

releases to a matching accuracy will be challenging. Clearly it will not be enough to compare with

the Hipparcos reference frame, which will not improve with time. Instead, the validation must

rely mainly on existing and future VLBI astrometry of radio stars. This will require many more

positional measurements to be obtained in the next 5–10 years, on an absolute accuracy level of

≃0.1 mas or better, with direct links to the ICRF frame. To minimise the impact of multiplicity, it

will be prudent to use as many different sources as possible. While most of the new positional VLBI

data could materialise as a by-product of various astrophysical programmes, it may be necessary to

complement them with dedicated observations targeting specific objects, such as astrometrically

“clean” radio stars (ideally single main-sequence stars), objects with a long history of accurate

VLBI observations, and radio stars with optical magnitudes in the range 13 to 16, which are rare

in current programmes.

Irrespective of their original scientific motivation, it is important that astrometric VLBI obser-

vations are published in sufficient detail, and with adequate meta-information, so that they can be

used in the future to address other scientific questions, including those related to the radio-optical

reference frame. As a minimum, the positions derived from the individual observing sessions should

be given, with their mean epochs of observation, as well as the assumed positions of the calibrators.

Most, but not all recent publications already provide this information.
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ABSTRACT. The very long baseline interferometry (VLBI) and Gaia mission provide two main

realizations of the celestial reference frame, which are the International Celestial Reference Frame

(ICRF) and Gaia-CRF, with similar precision. One weakness in the ICRF is the large-scale sys-

tematics which is not supposed to be seen in the Gaia-CRF. It is, thus, possible to consider the

Gaia-CRF as another option besides the ICRF in the VLBI data reduction. We generate several

VLBI global solutions with different configurations on the celestial frame and compare VLBI prod-

ucts. Our preliminary results show that different a priori catalogs only introduce an orientation

offset in the celestial frame together with corresponding bias in the UT1 and nutation series. If we

fix the defining source position to Gaia DR2, the estimated celestial frame will be brought closer

to the Gaia-CRF in terms of dipolar terms.

1. INTRODUCTION

The celestial reference frame (CRF) now has several realizations at an accuracy level of tens of

micro-arc second (µas) since publishments of the Gaia Data Release 2 (DR2, Gaia Collaboration

et al. 2016, 2018a, 2018b) and the third generation of International Celestial Reference Frame

(ICRF, Charlot et al. 2019). The International Celestial Reference Frame (ICRF) is realized through

positions of a set of radio sources measured by the very long baseline interferometry (VLBI) in the

radio domain, while the Gaia celestial frame (Gaia-CRF) is constructed via positions and proper

motions of extra-galactic objects in the optical domain.

One weakness in the ICRF is that it contains large scale systematics due to the north-south

network asymmetry. A systematic position error of about 50µas in the South (around δ = −30◦)

in the ICRF2 was reported in, e.g., Liu et al 2018 but is now partly accounted for by modeling of

the Galactic aberration. These systematics are not supposed to be present in Gaia-CRF because

the scanning law of Gaia allows a more uniform sky coverage. The current precision of Gaia data is

only comparable to that of VLBI but one should note that the Gaia DR2 used only less than half of

data collected during the whole mission. As a result, the final Gaia -CRF could be potentially more

precise (lower position error) and more accurate (lower systematics) than the radio frame. Under

this situation, it would be interesting to consider the Gaia-CRF as an option for the VLBI data

reduction. Besides, analyzing the VLBI observations within the Gaia-CRF could be a possible way

for the radio-optic frame link. The remaining problem is the radio-to-optical distance but, except

for a few sources, it should not produce any global systematics and affect the maintenance of the

celestial frame datum.

For these reasons, we propose to test the possibility of considering the Gaia-CRF in the VLBI

data reduction, to look at to which extent one could use the Gaia-CRF (i.e., an independent datum)

as a priori and how such an a priori perturbed the VLBI products: celestial reference frame (CRF),

Earth Orientation Parameters (EOP), and terrestrial reference frame (TRF).
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2. METHOD AND MATERIALS

In the VLBI data reduction, a set of equations is added to the normal equation before solving

it to fix the reference frame (both CRF and TRF) and reduce the degeneracies among CRF, TRF,

and EOP. These special equations are called constraints. To fix the celestial frame, a so-called

No-Net-Rotation (NNR) constraint is applied to a priori positions of a special ensemble of radio

sources, that is, defining sources. This NNR constraint permits no (or as low as possible) rotation

between the a priori and a posteriori catalogs (CRFs). In the state-of-art VLBI global solution, the

NNR constraint is applied to the ICRF3 position of 303 defining sources to maintain the celestial

reference frame. Instead, if we apply the NNR constraint to the Gaia position of an ensemble of

well-selected sources, VLBI observations are then analyzed within the frame of Gaia-CRF. This is

our implementation of Gaia-CRF in the VLBI data reduction.

For illustration purposes, we chose the 250 sources in the ICRF3-prototype subset of Gaia DR2

(gaiadr2.aux iers gdr2 cross id1) common to the 303 ICRF3 defining sources. These sources

represent the most precise positions in the current ICRF3 catalog but not in the Gaia-CRF2 (since

the Gaia position error is quite uniform) and consist of the defining source list used in this work.

To check if the radio-optical position offset is significant, we calculated the angular separation ρ

and normalized separation X between Gaia and ICRF3 S/X position for these 250 sources following

the methods in Mignard et al. (2016). These two quantities are depicted in Figure 1. The angular

separation is less than ρ0 = 0.71 mas (indicated by the horizontal red line) for the bulk (95%)

of sources. In an ideal case, X is expected to follow a Rayleigh distribution, then the theoretical

number of sources whose normalized separation X is greater than a certain value X0 falls below

one for X0 = 3.3 (indicated by the vertical red line). If we take ρ0 and X0 as upper limits, most

sources (about 90%) do not present a genius radio-optical offset.

Figure 2 demonstrates the dependency of the difference between Gaia DR2 and ICRF3 positions

on the declination for 250 common sources, in the sense of Gaia DR2 minus ICRF3. We expanded

these position differences onto a set of vector spherical harmonics (VSH; Mignard and Klioner,

2013) of the first degree to study the global difference. The model is given as followed.

∆α cos δ = −R1 cosα sin δ −R2 sinα sin δ + R3 cos δ − G1 sinα+ G2 cosα,

∆δ = +R1 sinα− R2 cosα− G1 cosα sin δ − G2 sinα sin δ + G3 cos δ.
(1)

The rotation vector R characterizes the orientation between celestial frames while the glide vector

G reveals the dipolar deformation or zonal errors in the celestial frame. A weighted least-squares

fit of Eq.(1) gives an orientation offset of ∼ −70µas on the X-axis (R1) and glide terms at a level

of 50µas.

We ran four global solutions using VLBI observations made at S/X-band during 1979-2019 with

identical parameterizations except for the CRF. Solution A and C used the Gaia DR2 positions as

the a priori source positions while B and D used the ICRF3 SX positions. The positions of defining

sources (only 250 defining sources here) were adjusted in the solution A and B but fixed in solution

C and D. The option of estimating adjustments to the position of defining sources means that the

celestial frame will be adjusted in the VLBI analysis process. If not, the new celestial frame will be

fixed tightly to the a priori frame. The number of global parameters is same between A and B as

well as between C and D, later pair having about 500 less.

Table 1 summarizes the configuration and post-fit statistical information on these solutions.

We find that the post-fit root-mean-square (RMS) and reduced-χ2 would slightly increase if fixing

the defining source positions to their a priori position; they were greater when fixing the defining

source positions to the Gaia position. This result indicates that the ICRF3 positions suit VLBI data

better than the Gaia DR2 positions in the case of fixing defining source positions.

1http://gea.esac.esa.int/archive/
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Figure 2: Positional difference between the

Gaia DR2 and ICRF3 SX positions for the 250

common sources and their ICRF3 positions as

a function of declination.

Table 1: Configurations of VLBI solutions.

Label A priori Defining Post-fit RMS Reduced-χ2

catalog Source position ps

A Gaia DR2 adjusted 26.37 1.19

B ICRF3 SX adjusted 26.37 1.19

C Gaia DR2 fixed 28.03 1.34

D ICRF3 SX fixed 26.44 1.20

3. COMPARISON OF VLBI SOLUTIONS

3.1 Celestial Reference Frame

When we only changed the a priori catalog, it is the case for solution A and B. Figure 3 depicts

the positional difference between solution A and B for 4600 common radio sources as a function

of the right ascension and declination. Both diagrams present a nearly perfect pattern of rotation.

The fitting to the first order of VSH shows that only a dominant component of R1 ∼ −55µas,

possibly inherited from the rotation between a priori positions, as well as R2 and R3 on the same

order of ∼ +20µas. No significant terms of glide are reported. It indicates that using different

positions of the same ensemble of defining sources in the VLBI global solution would only alter the

orientation of the estimated celestial frame but will not influence the zonal property.

The impact of fixing the defining source position to different a priori position on the resulted

estimations of (other) source positions is presented in Figure 4. A small rotation-like pattern

shows up from the noisy residuals whose weighted RMS is about 50µas both in right ascension

and declination. The rotation is estimated to be as large as +150µas in R1 and −90µas in R2.

Meanwhile, dipole terms are found to be larger than 80µas for all three components.

Besides the inter-comparison amongst solutions, we also compare these solutions to the Gaia

DR2. It is intended to check if using Gaia DR2 as the a priori catalog would bring the celestial

reference frame to the Gaia-CRF, the latter supposed to be free of declination-dependent errors.

The rotation between each solution and Gaia DR2 highly agrees with the others, except the R1
component of the solution D. The dipole parameter between solution C and Gaia DR2 is smaller

than D in Y - and Z- component, but greater in X-component. It inspires us that the zonal-like error

in the ICRF, if existing, could be minimized via the option of fixing the defining source positions to

Gaia DR2.
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Figure 3: Positional difference for 4600 common sources between solution A and B as a function

of the right ascension (left) and declination (right), in the sense of “A−B”.

Figure 4: Positional difference for 4356 common sources between solution C and D as a function

of the right ascension (left) and declination (right), in the sense of “C−D”.
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Figure 5: VSH parameters fitted to position differences between various solutions and Gaia DR2.

The black dot sindicate the estimate while the bar shows the 1-sigma.

3.2 Earth Orientation Parameters

In this section, we studied the impact of different CRF parameterization choices on the EOP

series, which are the polar motion (xp and yp), UT1, length-of-day (LOD), and offset of Celestial

Intermediate Pole (dX and dY ).

Figure 6 demonstrates constant EOP offsets between solutions A and B: nearly zero in polar

motion and LOD, ∼ 2µs in UT1, about ∼ +80µas in dX, and ∼ +60µas in dY , the last three

terms matching the rotation component R3, R2, and R1 between celestial frames.

In the case of fixing the defining source positions to their a priori, the impact of different a

priori catalogs on the EOP, as shown in Figure 7, is more complicated. From the running medians

(red line) one can still find a rough corresponding relation between EOP and orientation of CRFs as

found between solutions A and B, but other signals are mixed, especially a period pattern in LOD

before 1995. These signals require further investigation which will be carried out in the future.

Figure 6: Difference of EOP series between

solution A and B, in the sense of “A−B”.

Figure 7: Difference of EOP series between

solution C and D, in the sense of “C−D”.

The red line indicates the running median.
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3.3 Terrestrial Reference Frame

We compared the station positions and velocities for these four solutions. The difference

between solution A and B is less than 0.1 mm for station positions and almost zero for velocities.

In the case of “C−D”, the difference is larger: about 0.5 mm and 0.1 mm/yr for station positions

and velocities, respectively.

4. CONCLUSION

We explore the possibility of analyzing VLBI data within the frame of the Gaia-CRF2. We

found that the orientation of CRF axes would be influenced if we used different a priori catalogs

but adjusted the position of defining sources. Meanwhile, the estimated EOP would have some

bias that corresponds to the orientation between estimated CRFs. The terrestrial frame is slightly

perturbed by different CRF parameterizations. If we fixed the positions of defining sources to be

their positions in the Gaia DR2, both rotation and dipole term of estimated source positions would

be influenced, the later brought closer to Gaia-CRF2. This analysis strategy offers us the option of

reducing the declination-dependent errors in the ICRF only when the Gaia frame is ideally free of

declination-dependent systematics. Limited by the precision of the Gaia DR2, we could not draw

any constructive conclusions. The main question of this work should be re-tested with upcoming

releases of Gaia.
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ABSTRACT. In the last five years, there has been an explosion in the number of known ac-

tive galactic nuclei (AGN) and quasars, thanks largely to the Wide-field Infrared Survey Explorer

(WISE). This has been a major boon for celestial reference frame (CRF) work, which requires

a quasi-inertial reference frame by which positions and proper motions can be defined and self-

consistently measured. In this work, we describe new developments in the pursuit of a maximally

dense, maximally uniform all-sky sample of AGN and quasars, as well as how the improved CRF

may in turn benefit quasar work.

1. WHY QUASARS?

How is motion defined? When discussing the positions of astronomical objects, we must be precise

about exactly with respect to what we are defining these positions, which determines how indepen-

dently we can measure any associated motion that we observe. When we observe an astronomical

object, our measurement of its apparent motion is affected by the Earth’s rotation about its axis,

the Earth’s orbit around the Sun, the Sun’s motion through the Galaxy (the secular aberration),

the Galaxy’s motion with respect to the Local Group, the Local Group’s motion induced by the

inhomogeneous distribution of local matter in the universe (the “clustering dipole” in cosmology

parlance), and finally any inhomogeneity that may exist in the distribution and motion of matter

at the largest observable scales. Fortunately, the success of ΛCDM at describing the universe on

the largest (> 100h−1 Mpc) scales suggests that this latter term is negligible (although see Colin

et al. 2017; Rameez et al. 2018; and references therein), and so distant extragalactic objects are

the best, and likely final, choice to realize a quasi-inertial reference system, i.e. the International

Celestial Reference System (ICRS; e.g., Arias et al. 1995). The most distant (and therefore most

ideal) extragalactic objects, quasars, are fortunately also powerful sources of compact radio emis-

sion, allowing us to take advantage of VLBI’s exquisite astrometric precision both to produce a

realization of the ICRS, the International Celestial Reference Frame (Ma et al. 1998; Fey et al.

2015; Charlot et al. 2020) and to tie it to the International Terrestrial Reference Frame (ITRF;

e.g., Altamimi et al. 2016).

2. FINDING QUASARS

While efforts to realize the ICRS have been successful, several issues remain, such as a relative

under-density of sources below declinations of ∼ −30◦, despite efforts to increase the uniformity

of the defining sources (Figure 1), caused by relatively few southern baselines in the global VLBI

network. A related issue, which is the focus of this work, is the effect of defining a fundamental CRF

at one wavelength (i.e., in the radio S and X bands) on the tie to CRFs at other wavelengths. This

issue has become especially pressing with the advent of Gaia, which for the first time has produces a

CRF at visual (optical) wavelengths comparable in precision to VLBI measurements. Alignment of

the Gaia reference frame to the ICRS was done with a subset of 2843 sources identified as optical

counterparts to the ICRF3 prototype (Lindegren et al. 2018), but to ensure that this aligned CRF is

15



non-rotating a much larger, all-sky, and uniform catalog of quasars is preferred. As faint stars and

quasars are often photometrically indistinguishable in the optical, spectroscopic confirmation of the

presence of redshifted broad Balmer and high-ionization narrow emission lines has generally been

required in the absence of a strong radio counterpart, which has so far been too observationally

expensive to produce a proper all-sky sample as needed. The launch of the mid-infrared Wide-field

Infrared Survey Explorer (WISE; Wright et al. 2010) in 2009 provided a serendipitous solution to

this problem. In the mid-infrared, AGN and quasars occupy a distinct region of photometric color-

color space (i.e., [3.4 µm]−[4.6 µm], [4.6 µm]−[12 µm] for WISE) because of their power-law

spectral energy distributions, and these colors are nearly insensitive to heavy obscuration (e.g.,

Donley et al. 2012). Using the WISE color-color selection wedge of Mateos et al. (2012), Secrest

et al. (2015) produced an all-sky sample of 1.4 million AGN, which they showed to contain few

to no star contaminants that would be detectable by Gaia. This sample of AGN, which has half a

million Gaia counterparts, after applying a few astrometric quality cuts, was subsequently used for

the Gaia-CRF (Lindegren et al. 2018).

Figure 1: Aitoff projection of ICRF3, in equatorial coordinates.

While WISE data has been hugely beneficial for CRF work, there are two problems that we

discuss here. The first is non-uniformity in the distribution of WISE sources across the sky (see

Figure 1 in Secrest et al. 2015; Figure 2 in this work). This is caused by an over-density of sources

at the ecliptic poles due to the WISE scanning pattern, which is easily remedied with a simple

magnitude cut, and an under-density of sources along the Galactic plane due to source confusion.

This latter issue cannot be remedied using WISE data alone, and so we have begun exploring other

methods of filling in the decrement of sources along the Galactic plane.

It is not possible, even in principle, to find AGN with Gaia counterparts lying behind much of

the Galactic plane, as no optical counterpart exists for sight lines with E(B − V ) & 2. However,

a significant portion of the Galactic plane in the zone of WISE confusion has sight lines with

E(B − V ) < 2, suggesting that it is worthwhile to look at alternate methods to identify AGN with

Gaia counterparts (Figure 2). While mid-infrared color-based diagnostics are the ideal method to

photometrically identify AGN and quasars, the near-infrared, which carries the advantage of much

higher angular resolution (< 1” for facilities such as UKIRT, versus ∼ 6” to 8” for WISE), shows

promise. Moreover, the proposed GaiaNIR mission (e.g., Hobbs et al. 2019) will operate at roughly

the near-infrared H-band, where the extinction coefficient A/E(B − V ) is a factor of ∼ 4 times

smaller than in the Gaia G band (e.g., Yuan et al. 2013), allowing background AGN counterpart

identification to E(B − V ) . 8, freeing up significantly more of the Galactic plane (Figure 2).

We have developed a machine learning-based method to identify likely AGN candidates along the

Galactic plane that folds in prior information, specifically the Galactic extinction, with optical pho-

tometry from Gaia and near-infrared photometry from the UKIDSS Galactic Plane Survey (GPS;
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Figure 2: Aitoff projection of AGN from Secrest et al. (2015), shaded by density. Gold regions

denote E(B − V ) > 2, where Gaia is insensitive to background AGN, while red regions denote

E(B − V ) > 8, where GaiaNIR will be insensitive to background AGN.

Lucas et al. 2008). Using scikit-learn,1 we train a k-NN classifier with AGN selected from the

AllWISE catalog at high Galactic longitude, where source confusion is less of an issue, in order to

sample a similar parameter space in E(B− V ) and representative stellar populations. We use pho-

tometry from Gaia DR2 and the UKIDSS GPS, and E(B− V ) from Schlafly & Finkbeiner (2011).

By validating against our training sample, we found reliability and completeness values of ∼ 70%

and ∼ 30%. Given that the percentage of AGN in the training set is only 0.45%, this means

that our classifier is performing ∼ 160 times better than random chance. In order to validate our

classifier, we have an accepted program to spectroscopically confirm our AGN candidates in the

near-IR, where optical strong emission lines should exist given the typical redshifts of mid-IR AGN,

using the UIST instrument on UKIRT, although logistical problems have prevented this program

from being executed thus far. We show a sample of our Galactic plane AGN candidates in Figure 3.

Figure 3: Cutout of the Galactic plane, with darker shading indicating a higher density of AGN

candidates (arbitrary scaling).

3. RECIPROCITY

We have shown how massive photometric catalogs have been and may continue to be used to

assist with CRF work in the Gaia era. This benefit is not one-way, however, and CRF work provides

1https://scikit-learn.org/stable.
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reciprocal benefit to photometric catalogs in the form of refined astrometric reference catalogs. In

the case of WISE and Gaia, we have begun re-deriving the astrometry of the AllWISE catalog, as

well as the deeper unWISE catalog (Schlafly et al. 2019), using astrometry from Gaia. The WISE

catalog astrometry is based on 2MASS (Skrutskie et al. 2006) with proper motion corrections from

UCAC4 (Zacharias et al. 2006) 2 that, while of excellent astrometric quality, do nonetheless exhibit

residual position-dependent astrometric offsets (zonal errors), which could potentially be alleviated

by using Gaia data (e.g., Spoto et al. 2017). In Figure 4, we show the signed (±) astrometric

offsets (in mas) between reference sources in the AllWISE catalog and their Gaia counterparts,

using the default catalog AllWISE positions. In Figure 5, we show the offsets using our re-derived

positions.

Figure 4: Offsets (in mas) in R.A. and Decl. between AllWISE and Gaia counterparts using default

AllWISE catalog source positions.

Figure 5: Offsets (in mas) in R.A. and Decl. between AllWISE and Gaia counterparts using re-

derived AllWISE catalog source positions.

As can be seen, the new version of the AllWISE catalog is now on the Gaia coordinate system after

using Gaia as the astrometric reference catalog. This essentially de-biases the WISE data with

respect to position, allowing for large, all-sky studies using catalog data unaffected by positional

systematics. We emphasize that these results are preliminary, and we are currently working on

further validating them. Nonetheless, with the impressive depth of WISE data (over 2 billion

objects in the latest unWISE release; Schlafly et al. 2019) and its wide-ranging utility, from quasar

and AGN studies to studies of brown dwarfs and asteroids, efforts to produce optimized astrometry

are of utmost importance. Serendipitously, in the preparation of this work the new CatWISE

catalog (Eisenhardt et al. 2020) was released,3 which uses Gaia for astrometric validation, further

underscoring the reciprocity between these two missions.

2http://wise2.ipac.caltech.edu/docs/release/allwise/expsup/sec2˙5.html.
3https://catwise.github.io.
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1 Astronomical Observatory, Belgrade - Serbia - gdamljanovic@aob.rs - miljana@aob.rs
2 SYRTE, Observatoire de Paris - France - francois.taris@obspm.fr

ABSTRACT. Some Active Galactic Nuclei (AGN) objects (quasars - QSOs, blazars, for example)

are well known for their rapid flux variability across the whole electromagnetic spectrum. They are

variable on diverse time-scales, from minutes through months to even decades. There are three

classes of variability: intraday - IDV (from a few minutes to several hours), short-term - STV (from

several days to months), and long-term variability - LTV (from months to decades). In case of IDV,

the flux changes is by a few tenths of magnitude, but in cases of STV and LTV it could be more

than magnitude (even few magnitudes). Photometry is a powerful tool to investigate AGNs by

measuring their variability time-scales, amplitude and duty cycle. Quasars have got a fundamental

role in the evolution of their host galaxies, and they are used to build the International Celestial

Reference Frame (ICRF). It is of importance that their proper motions are negligible because of their

extreme distances. The visual-wavelength Gaia astrometry of the micro-arcsecond domain has got

significant positional offsets with the radio VLBI positions of QSOs. We did optical observations

of QSOs (visible in both, optical and radio domain, and important for ICRF - Gaia CRF link) to

study their flux and color variability on short-term and long-term time-scales. Some results of five

objects (1535+231, 1556+335, 1607+604, 1722+119, and 1741+597) are presented, here.

1. INTRODUCTION

The Hipparcos Catalog - HIgh Precision PARallax COllecting Satellite of European Space

Agency (ESA) mission (ESA 1997) with positions, proper motions, and parallaxes for about 118000

stars on the International Celestial Reference System (ICRF), equator J2000, and epoch 1991.25,

replaced the FK5 at 1997 after IAU XXIII General Assembly in Kyoto. Last few years, it is going on

the Gaia ESA space astrometry mission (Global Astrometric Interferometer for Astrophysics): as-

trometrically, photometrically, and spectroscopically surveying the full sky. The plan was to observe

about one billion sources for astrometry (until 20 magnitude in V band), and about 150 million ones

for spectroscopy (until 16 mag); see paper (Prusti 2012). The goal is the Gaia Celestial Reference

Frame (Gaia CRF) in the future, quasars based one. Until now, there are two solutions: the Gaia

DR1 which was appeared in September 2016, and Gaia DR2 (in April 2018). The first one was

the Tycho-Gaia astrometric solution for about two million stars (using 14 months of observations),

and the second one was based just on Gaia data for about 1.3 billion stars at J2015.5 plus 0.4

billion faint sources (using 22 months of Gaia satellite observations).

The Gaia optical astrometry is going to the dawn of micro-arcsecond level, but at that level

there is the appearance of positional offsets between the radio and optical positions of quasars

(QSOs) that define the ICRF. The radio positions of QSOs are determined using VLBI data.

Mentioned offsets are of importance for astrometry and reference frame, they currently put a limit

for the accuracy and definition of the CRF at non-radio wavelengths. It is limiting research in

different topics (proper motions, Earth orientation and ephemerides, geodesy, secular aberration,

trajectories of stars in our galaxy, etc.). The reasons for optical/radio offsets could be due to real

astrophysical processes associated with the Active Galactic Nuclei (AGN) that power quasars (jet
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launching/orientation), or real physical offsets between the AGN and its host galaxy. It is necessary

to investigate AGNs properties which could affect apparent positions, and it is of importance

to understand: physical nature of quasar optical/radio offsets, AGN/source galaxy physics (jet

launching, obscuration, luminosity/obscuration variability, dual/binary AGN, AGN-source galaxy

effects and interactions, etc.), lensed QSOs, and other effects. One of important task is to

produce highly reliable and statistically complete multi-wavelength samples of AGN and their host

galaxies, and it is in line with out investigation. The AGNs (mostly QSOs in the case of ICRF

objects) are well known for their flux variability at diverse time-scales: intraday (IDV, from a few

minutes to several hours), short-term (STV, from several days to months), and long-term variability

(LTV, from months to decades). Using optical observations of QSOs and relative photometry, we

investigated their flux and color variability on short-term and long-term time-scales to support ICRF

- Gaia CRF link.

2. INSTRUMENTS AND RESULTS

For investigation of photometry of QSOs useful for the link ICRF - Gaia CRF (Bourda et al.

2011) we realized the ”Serbian-Bulgarian mini-network telescopes” from 2013 to use six telescopes

at three sites: Rozhen National Astronomical Observatory (NAO) and Belogradchik AO in Bulgaria,

and Astronomical Station Vidojevica (ASV) of Astronomical Observatory in Belgrade (Serbia).

Also, to support our cooperation, two SASA-BAS joint research projects between Serbian (SASA)

and Bulgarian (BAS) Academy of Sciences are established: ”Observations of ICRF radio-sources

visible in optical domain” (during period 2014-2016), and ”Study of ICRF radio-sources and fast

variable astronomical objects” (2017-2019). The telescopes are:

1.) 60 cm ASV (from 2010, Cassegrain, CCD Apogee Alta U42 and E47, CCD SBIG ST10

XME),

2.) 1.4 m ASV (from mid-2016 via Belissima project, Ritchey-Chrétien, CCD Apogee Alta

U42, CCD Andor iKon-L),

3.) 2m Rozhen (Ritchey-Chrétien, CCD VersArray 1300B, CCD Andor iKon-L),

4.) 60 cm Rozhen (Cassegrain, CCD FLI PL09000),

5.) Schmidt-camera 50/70 cm at Rozhen (CCD FLI PL16803),

6.) 60 cm Belogradchik (Cassegrain, CCD FLI PL09000).

Also, telescopes Joan Oró 0.8 m - TJO (robotic one, the Montsec Astronomical Observatory,

Catalonia, Spain, Cassegrain, CCD FLI PL4240-1-B, CCD Andor iKon-L), and Leopold Figl 1.5 m

(the University of Vienna, Austria, R.C., CCD SBIG ST10 XME) were used. All data were done

using Johnson UBV and Cousins Rc Ic filters. The CCD images were reduced by subtracting bias

and dark, and divided by flat field (also, frames were corrected for bad pixels, etc.). After that,

the relative photometry was applied via few comparison stars. Magnitudes of V-band and R-band

of these stars were calculated via ugr iz SDSS Catalog ones and suitable transformations between

V, R filters and ugriz SDSS (Chonis and Gaskell 2008). And we took some comparison stars

of 1722+119 from the paper (Doroshenko et al. 2014). For example, the V-band and R-band

data of the object 1741+597 are presented on Figs. 1 and 2, respectively: VBRL (Vidojevica,

Belogradchik, Rozhen, and Leopold Filg) data during 2013-2015, TJO - Joan Oró data during

2014-2015, and MJ data using 60 cm and 1.4 m ASV telescopes from mid-2016 to mid-2019; MJ

means data which were collected by Miljana D. Jovanovíc (PhD student at Belgrade University).

All in all, it is about six years long data set. Mentioned three groups of data are consistent between

each other (see Figs. 1 and 2). The F-test was applied to investigate variability of V-band and

R-band light-curves of objects and their comparison stars; there is no variability of comparison

stars and object 1556+335. Other objects (1535+231, 1607+604, 1722+119, and 1741+597)

show flux variability. The object 1741+597 is presented in Figs. 1-4 because its big flux variability

(about 2 magnitudes in V and R bands). Some points of light-curves were rejected by applying the
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3σ criteria; the reason for that was the bad tracking during observations, bad weather conditions,

etc. For relative photometry, we used our finding charts of presented objects with their comparison

stars.
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Figure 1: Data of V (mag); object 1741+597, t = JD − 2456400.0.

To determine the period, phase, and amplitude of sinusoidal term we used the Least Squares

Method (LSM). The minimum period for LSM is about 0.3 yr (in line with the Nyquist frequency),

and the maximum one is about 12 yr (double observational period) with step of 0.1 yr; observational

period is about 6 yr. The linear, semiannual, and annual terms were removed (Rani et al. 2009,

Kesteven et al. 1976) to get the input data for LSM; see residuals of V and R on Figs. 3 and 4

(points), respectively. The solution of our interest is the best fit using LSM, or associated with a

minimum standard deviation of differences between curve (see Figs. 3 and 4) and input data; that

solution for each object is done in Table 1. The presented curve is combination of few obtained

sinusoids of our interest here (see Table 1), and the final residuals (Figs. 3 and 4) are differences

between that curve and the input data. The results are presented in Table 1: object, filter, period,

and amplitude (with standard deviation). There are few periods per object. For the same object,

in V-band some quasiperiods are slightly different from R-band results because of different number

of input points, not enough input data for LSM, etc. With more data (in the future) it is possible

to get more precise results. Some of presented quasiperiods (in Table 1) could be artificial ones; it

is necessary to investigate the physics of these quasiperiods for each object separately. As criterion

to present calculated period (in Table 1), we took into account each harmonic which period in

V-band is close to R-band one, and which value of A is bigger than suitable σA value. The final

residuals were investigated using Abbe’s criterion, and it was concluded that the final residuals

could be explained with random variations.
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Figure 2: Data of R (mag); object 1741+597, t = JD − 2456400.0.

Object Filter Period (y) A± σA (mag)

1535+231 V 0.57, 0.88, 1.21 0.158(0.028), 0.132(0.025), 0.133(0.022)

R 0.57, 0.87, 1.21 0.233(0.028), 0.143(0.024), 0.122(0.022)

1607+604 V 0.94, 1.89, 4.10 0.051(0.017), 0.088(0.014), 0.047(0.013)

R 0.87, 1.99, 3.69 0.045(0.012), 0.067(0.010), 0.062(0.009)

1722+119 V 0.83, 0.88, 1.08, 0.392(0.052), 0.126(0.030), 0.122(0.028),

1.52, 1.77, 3.43, 0.461(0.037), 0.169(0.024), 0.217(0.032),

4.43 0.150(0.021)

R 0.82, 0.88, 1.10, 0.399(0.049), 0.122(0.024), 0.134(0.017),

1.52, 1.90, 3.55, 0.386(0.039), 0.184(0.034), 0.139(0.020),

4.76 0.265(0.026)

1741+597 V 0.70, 0.90, 1.17, 0.178(0.023), 0.119(0.033), 0.205(0.027),

1.59, 3.07, 4.97 0.110(0.018), 0.159(0.020), 0.119(0.017)

R 0.67, 0.85, 1.18, 0.131(0.021), 0.177(0.025), 0.214(0.030),

1.58, 3.49, 5.66 0.121(0.017), 0.140(0.019), 0.102(0.015)

Table 1: The amplitudes of quasiperiods for objects: 1535+231, 1607+604, 1722+119,

1741+597.
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Figure 3: Residuals of V (mag); object 1741+597, t1 = JD − 2451544.5.

3. CONCLUSION

Between the visual-wavelength Gaia astrometry of the micro-arcsecond domain and radio VLBI

positions of QSOs has got significant positional offsets. It is of importance to investigate these

offsets for precise ICRF - Gaia CRF link. Because of it, we did optical observations of QSOs,

visible in optical and radio domains (about 47 objects), important for mentioned link (Bourda et

al. 2011) to study their flux and color variability on short-term and long-term time-scales. Here,

we presented some results for five objects: 1535+231, 1556+335, 1607+604, 1722+119, and

1741+597. After F-test, one object (1556+335) and comparison stars of all objects did not show

flux variability. Some results of mentioned objects are presented in Table 1: periods, and amplitudes

(with standard deviations). The input three sets of data for the object 1741+597 in V and R bands

(as an example) are on Figs. 1 and 2. The curves (using few sinusoids as results determined via

LSM) with residuals are on Figs. 3 and 4. After Abbe’s criterion, the final residuals could be

explained with random variations. Some of presented quasiperiods in Table 1 could be artificial

ones. For now, we presented quasiperiods (in Table 1) which result (calculated period) in V-band

is close to R-band one, and that value of A is bigger than suitable σA value. Also, semiannual and

annual terms were removed (Rani et al. 2009, Kesteven et al. 1976). It is important to continue

mentioned investigation via physics of calculated quasiperiods, and using more data for LSM.
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Figure 4: Residuals of R (mag); object 1741+597, t1 = JD − 2451544.5.
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ABSTRACT. The study of transient events or motion of stars and solar system bodies uses old

data in order to modelize the evolution of the studied object. In all models strongly depending on

time, data from the past are of great interest. Unfortunately, old data are, most of time, of a poor

accuracy, the references used at the time of the reduction being not confident. The arrival of the

new reference star Gaia was the opportunity of a new reduction of old data allowing observation

in the past with today accuracy. However, a new reduction means that we have digitized images

of the old observations which were made for most of them on photographic plates from 1890 to

1980. For such a purpose, we started the NAROO project joining digitization and reduction of

old plates. A new sub-micrometric scanner has been built in Meudon observatory and we are now

starting the scientific program.

Figure 1: Examples of plates for Solar system dynamics studies: left, the Jupiter system (5 expo-

sures) showing the bright planet and the faint satellites; right, the planet Mars and its two faint

satellites Phobos and Deimos. The bright light from Mars is decreased thanks to a metallic filter.

1.PRESENTATION OF THE PROJECT

The old observations of the bodies of the solar system are of great interest: they make possible

to better evaluate the dynamics and physical evolution of these bodies. To build the dynamical

models of the solar system, observations are necessary to adjust the constants of the motions. For

this purpose, observation sampling must be sufficiently extensive to determine the small effects

that accumulate over time but are difficult to detect on close observations. Thus, the astrometric

observations published at the end of the nineteenth century are still useful and used for the current

models. Unfortunately, these old observations did not benefit from accurate star catalogs for

their reduction, and this biased these data. It appeared to us that a new reduction with recent

catalogs could improve their accuracy. For this, it was necessary to find the original observation

as the photographic plates. A new measurement based on a sub-micrometric digitization of these

plates and an advanced image processing could then be used in a new reduction using the latest

catalogs of reference stars. The GAIA catalog whose proper motions will allow to go up to the late

nineteenth century justified our approach allowing to observe in the past with today accuracy. A

work of inventory and backup of the available plates, of selection of the best old observations and
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the building of a sub-micrometric scanner for the digitization of the photographic plates allowed our

project to start. Besides the study of astrometry and dynamics in the solar system, our digitizing

device may be useful for other purposes such as photometry, spectroscopy of transient objects

the evolution of which with time being essential to understand. These works will require specific

calibrations but will benefit from photographic plates allowing to extend their database towards

past.

Figure 2: A Schmidt plate may contain thousands objects with a lot of small bodies of the Solar

system. Prediscoveries of objects unkown at the time of the observation are possible adding

observations from the past for the understanding of the dynamics of their motion.

2. OLD OBSERVATIONS

Old observations compared with new ones allow to detect, measure and model the evolution of

the objects. For example, the solar system objects are moving and the modelization of their motion

benefit of observations spread on a large interval of time. All the periodic terms and perturbations

are better described and taken into account. More, some suspected effects such as dissipation due

to tides and cumulative on a long interval of time may be out into evidence (cf. Figure 7). Even

with accurate data made on a too short interval of time, such as space data, may not detect such

effects.

Figure 3: Comparison between old classical reduction showing a worst accuracy compared with the

new one for Saturnian satellites.

Old observations are still available since published at the time of their making. However, they
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were reduced using old reference catalogues not enough accurate for today purposes. A new

reduction of these old observations using the Gaia reference star catalogue will allow to get the

old data with today accuracy. We then are able to observe in the past. For such a reduction, a

digitizing of the photographic plates is necessary in order to be able to analyze the original image

with modern tools. Note that the proper motions of the Gaia stars have an accuracy of one mas

one century ago that is sufficient for our purpose.

3. PREVIOUS TESTS WITH BELGIAN DIGITIZER

Thanks to a similar device in Belgium, we were able to demonstrate the validity of our project

of digitizing photographic plates. We made a new reduction, using new astrometric catalogs that

provided final accurate positions. We applied this to the Galilean satellites and their astrometric

positions were not only more accurate than those previously derived from manual measurements,

but provided new information due to the star link reduction: we obtained equatorial RA and Dec

positions of the Galileans, allowing us to deduce positions of Jupiter indirectly through accurate

ephemerides of the Galilean satellites. Finally, we compared these astrometric positions of Jupiter

to the best current ephemerides of the planet. Depending on the ephemeris, we obtained residuals

between a few tens of mas, to better than 100 mas. We also demonstrate the interest of a

new reduction based on a sub-micrometric digitization comparing old and recent reduction of the

positions of the satellites of Saturn (cf. Figure 3).

Figure 4: Progresses of astrometric accuracy of reference star catalogues. All the old observa-

tions still used nowadays were reduced with 100 mas accuracy catalogues making necessary a new

reduction with the Gaia refernce catalogue.

4. SCIENCE WITH NAROO

4.1 Astrometry in the Gaia era

In the context of long-term dynamic studies, the old observations are all the more interesting

because they are indispensable for the modeling of transient events or observable periodic behavior.

Also, the first objective of the NAROO project is to achieve a new astrometric reduction of old

observations (astro-photographic plates and CCD) using the last release of the Gaia-DR reference

catalog to ensure the best measurement accuracy. The Figure 5 shows the positioning accuracy of

the Gaia reference stars versus time. An important result: the stars present on the oldest plates,

typically a century old, will have an astrometric precision of 1 mas, allowing the same reduction as

for today observations. More, all observations will now be in the same reference frame.

The interest for a new analysis and reduction.- The Figure 3 show the interest of a new reduction

of old observations. The figure proposes a comparison two reductions: the one made by D. Pascu
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Figure 5: The accuracy of Gaia reference stars versus time (c) F. Mignard. Most of stars on old

plates have a magnitude smaller than 15 having a positional accuracy better than one mas one

centuray ago.

(1994), and the one made by V. Robert et al. (2016) after digitization. The plots RMS vs ∆V

magnitude show the decreasing trend of the accuracy in positionning the satellites having different

magnitudes. The new analysis led to an increase of the accuracy.

Figure 6: The sub-micrometric scanner in Meudon Observatory.

4.2 Solar system dynamics

Asteroids and comets.- Old observations of comets and asteroids had a very poor astrometric

accuracy because of the reference star catalogues used at that time. A new astrometric reduction

after digitization will be very useful putting all data in the same reference frame with the same ac-

curacy. The main goals are : - analysis of Schmidt plates which contains a large number of objects

still unknown (cf. Figure 2) - pre-discoveries of TNO, comets and Near Earth objects NEA/NEO;

- increasing the time interval of the observations made and used in the theoretical models being
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then able to detect and quantify the non-gravitational and/or cumulative effects.

The natural satellites of planets.- The interest of increasing the time interval for which we have

observations, is to allow in particular the quantification of the effects of tides. These effects, due

to energy transfers between satellite and planet, lead to orbital accelerations or decelerations (cf.

Figure 7). These movement variations generate cumulative effects that become easily detectable

over a century of observations. The old photographic plates are therefore essential for this research.

Figure 7: Influence of tides on satellite motion: satellites have an acceleration in their motion

which is detectable and mesurable through observations made during a long interval of time since

the effects are cumulative with time.

Planets.- Planets are objects that are difficult to observe directly, especially because of their ap-

parent brightness that disturbs images. Planetary dynamical models are adjusted on astrometric

positions derived from those of natural satellites. We have shown that old observations, unfor-

tunately inaccurate and used in the adjustments, could introduce biases in the results (V. Robert

et al., 2015, 2016). A new reduction of old photographic plates is therefore essential to correct

those already used, to complete and improve the existing models, to allow a better estimation of

the internal structure.

Figure 8: The first light fromNAROO: the digitization of a plate of the Saturnian system.

5. THE DIGITIZING DEVICE

The astronomical plates and the quality of the results require a digitizing machine of a particular
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precision because of the importance of the relative positions of the measured objects (Robert et

al. 2011). Our project is based on the installation at the Paris observatory of such an instrument

that we acquired and which was built in France by Newport-Microcontrol (cf. Figure 6). Note

that the significant resistance to time of photographic plates has been demonstrated (Hendriks

1983). Admittedly, ”ideal” archiving conditions are recommended, but emulsions and supports can

remain intact and therefore usable as long as they do not undergo rapid temperature variations

or extreme humidity conditions. The machine has a granite base on which an XY table rests on

an air cushion. The plate holders can support plates up to 350 mm side. The position of the

XY table is determined by Heidenhein encoders. Stability and repeatability are on the order of 50

nanometers. The XY table is powered by two frictionless linear motors that avoid zero problems

and has progressive accelerations optimized to avoid vibrations. The XY table is completed by an

optical system composed of a 1: 1 telecentric objective and an illumination system, both specially

dimensioned by the Observatory’s Instrumental Pole in order to accommodate, on the Z axis, a

Andor SCMOS camera.

6. CONCLUSION

The reduction of old photographic plates has been tested first with the UCAC2 reference star

catalogue. It was not possible toi analyse data older than those of 1980s but the arrival of the Gaia

reference star catalogue allows to go further in the past. Even one century ago, the astrometric

accuracy will reach one mas. Our project of a new reduction of old plates is now running and is

able to digitize and reduce any photographic plate in good shape (cf. the first light of our scanner

on Figure 8). One may have more information on the NAROO web site at naroo.imcce.fr
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ABSTRACT. In the present research, we propose continuous UV to IR SED templates of quasars

derived from the AGN torus emission. The IR emission of the active nucleus is extracted from

observations of distant 3CR radio galaxies after subtraction of their star, gas and dust galaxy

components with our galaxy model. This IR emission continues in the far-UV to optical emission

with the help of a classical model of AGN from Selsing et al, 2016. The galaxy templates are

from the evolution code Pégase.3 by Fioc and Rocca-Volmerange, 2019 and the AGN clumpy dust

models from Siebenmorgen et al, 2015. The final UV-IR templates of quasars, depending on z

and inclination, will be tools to interpret magnitudes and colors of galaxies and quasars at various

redshifts, the physical link of the star formation-AGN activities as the contribution of the IGM with

Gaia, ALMA, SPITZER and the future telescopes JWST, EUCLID and others (work in progress).

Keywords: Galaxies (quasars): general, torus, infrared: galaxies, ISM: dust, emission

1. THE AGN TORUS FROM DUST MODELS

Multiwavelength hybrid spectral energy distributions SEDs (Drouart et al., 2016) are built

to follow the evolution of distant radiogalaxies with the host galaxy and an evolving starburst

of the code Pégase3 (Fioc &Rocca-Volmerange, 2019, www2.iap.fr/pegase) plus a clumpy AGN

torus model from Siebenmorgen et al., 2015. Pégase3 predicts from 0 to 20 Gyrs, the stellar

and nebular emissions, corrected for metallicity-dependent dust attenuation, updated from Fioc

&Rocca-Volmerange, 1997, and coherently extended by radiative transfer MonteCarlo simulations

to the IR dust emission, respecting the energy balance The best-fit procedures are testing these

multiple synthetic libraries on UV-to-far-IR observations of 3CR galaxies. An example of the

decomposition (Figure 1) for the radiogalaxy 3C356 identifies three components: the AGN torus in

the midIR (green line), the evolved galaxy component (orange line) and the young starburst (blue

line). The synthetic global sum is the light black line. The references are given for other 3CR

radiogalaxies including 3C266 (Drouart et al.,2016, Podigachoski et al., 2016, see also Figure3)

applying the hybrid method to the 3CR catalog at various z. Three components (AGN, old galaxy

and evolved starburst) are found in all cases, even at higher redshifts.

2. THE UV-IR QUASAR TEMPLATES

Selsing et al. 2016 extracts the ultraviolet-blue to near-IR composite spectrum of quasars

from various QSO samples, observed at different epochs with different instruments, in particular

on selected observations at 1 ≤ z ≤ 2.1 from the Sloan Digital Sky Survey (SDSS). After sub-

tractions of X-ray attenuation and the galaxy host contribution, a power-law continuum for the

composite spectrum on the rest-frame range from Lyβ to 11350Å is proposed. The continuum of

a single quasar spectrum is then modeled as a power law, fλ = A λα(λ) with a spectral slope of

α = 1.70λ± 0.01Å.
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Figure 1: The UV-farIR best-fit of the radio galaxy 3C356 (z=1.079, i=86deg) with hybrid mod-

els of AGN and Pégase3, shows the IR torus emission (green) and synthetic stellar young (blue),

old (orange) populations and total (light black line), (Drouart et al., 2016, Podigaschoski et al.,

2016).The observations are from HST and SPITZER/IRAC filters (red squares) and the IRS spec-

trum (dark black line): in particular, this best-fit is considered as robust due to its consistency with

this observed SP ITZER/IRS spectrum.

Figure 2: The UV - IR SED of quasars is presented by connecting the two UV (green line) to IR

(blue line) components of the torus emission for, as examples, the two 3CR radiogalaxies 3C356

and 3C266. This last galaxy and other 3CR galaxies (see Figure 3 from Podigachoski et al, 2016)

show the surprising continuity of the two components at the respective junction wavelength (4000Å

for 3C356 and 2000Å for 3C266). The templates depend on z and on the AGN-axis inclination on

the line of sight.
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Figure 3: The three components (AGN, old galaxy and recent burst) of the 3CR radiogalaxies

(Podigachoski et al, 2016). Identified with Pégase3 and Siebenmorgen et al. 2015, all show the

same 3-component distribution for various redshifts
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This UV-near-IR infrared slope, typical of quasars, is connected with the IR torus emission from

the observed SED of the 3CR radiogalaxies (see section 1). While Figure 2 presents two examples

(3C356 and 3C266) chosen for their IRS − Spitzer spectrum fitting, the disentangling is applied

to the 3CR sample (Figure 3). The most surprising result is the continuity of the two slopes of the

AGN models at the junction domain: 2000Å for 3C356 and 4000Å for 3C266. These templates

mainly depend on z and inclination, and also other physics parameters adopted by Siebenmorgen

et al., 2015 through their library of 7000 SEDs for a broad range of luminosities, sizes and ob-

scurations.The radiative transfer is tested on nearby galaxies in spherical symmetry for a stellar

cluster permeated by an interstellar medium with standard (Milky Way) dust properties. Similarly

the subtracted IR dust emission of galaxy components (host galaxy and burst) with Pgase.3 is co-

herent through MonteCarlo simulations with the absorbed energy by dust grains with local observed

galaxies.

3. CONCLUSION AND FUTURE

For the 3CR galaxies, a continuous and significant link from the UV to IR domains of the torus

emission is observed in the 3CR galaxy sample.The relation depends on the distance z and on

inclination of the torus axis. These templates, assimilated to quasar templates, may be convolved

through the pass-bands of the filters to better analyze the high spatial resolution of quasar data from

the satellite Gaia, the relation between star formation and AGN activities hinted by the different

thermal peaks in the far-IR. In the mid-IR, these templates will be helpful for data analyzes with

better spatial and spectral resolutions of the JWST/NIRcam, MIRI, NIRspec instruments. We plan

to build Pégase.3 template libraries and corresponding synthetic colors to help the community for

the future data.
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ABSTRACT. With Gaia’s second data release in April of 2018 Europe entered a new era of

space astrometry. Further data releases are also planned for the coming years. Despite this

great progressastronomers are already looking towards the future. Gaia had an advantage over

pointed missionsin being a global survey which provided absolute parallaxes and addressed a very

broad range ofscience cases. However, Gaia only operates at optical wavelengths while much

of the Galacticcentre and the spiral arm regions are obscured by interstellar extinction. One clear

option for spaceastrometry is to shift to the infra-red where new science cases immediately become

apparent. Thiscan, of course, be achieved with a pointed mission performing relative astrometry,

such as theJapanese small-Jasmine concept, focused on the Galactic plane. However, I would

argue that muchmore can be achieved by essentially replicating an all-sky Gaia-like mission with

Near-InfraRed (NIR)detectors.

1. THE SCIENTIFIC MOTIVATION

The second Gaia data release contained astrometric data for ∼1.7 billion sources with tens of

microarcsec (or microarcsec per year) accuracy in a vast volume of the Milky Way and future data

releases will further improve on this. Gaia has just completed its nominal 5 year mission (July 2019),

but is expected to continue operations for an extended period of an additional 5 years through to

mid 2024. Its final catalogue to be released ∼2027 will provide astrometry for ∼2 billion sources,

with astrometric precisions reaching 10 microarcsec.

In our recent white paper to the European Space Agencys (ESA’s) Voyage2050 call we have

outlined the detailed science cases for a new all-sky visible and NIR astrometry mission (Hobbs

et al., 2019a). With a wavelength cutoff in the K-band the new mission is not just focused on a

single or small number of key science cases. Instead, it is extremely broad, answering key science

questions in nearly every branch of astronomy while also providing a dense and accurate visible-NIR

reference frame needed for future astronomy facilities. Such a new mission will require new types of

detectors to scan the entire sky and measure global absoluteparallaxes. The spacecraft must have

a constant rotation to scan the sky which results in a moving image that must becompensated for

by, for example, operating the detectors in Time Delayed Integration (TDI) mode.

For around 2 billion common stars the combination of two all-sky space observatories would

provide an astrometric foundation for all branches of astronomy – from the solar system and stellar

systems, including exoplanet systems, to compact galaxies, quasars, neutron stars, binaries and

dark matter (DM) substructures. The addition of NIR will result in up to 8 billion newly measured

stars in some of the most obscured parts of our Galaxy, and crucially reveal the very heart of the

Galactic bulge region (see Figure 1).

In this paper I argue that rather than improving on the accuracy to answer specific science

questions, a greater overall science return can be achieved by going deeper than Gaia and by

expanding the wavelength range to the NIR. A new mission could expand and improve on the

science cases of Gaia using basic astrometry. Key topics are focused on what dark matter is and

how is it distributed, how the Milky Way was formed and how has it been impacted by mergers

and collisions? How do stars form and how does stellar feedback affect star formation; what are
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Figure 1: All-sky projection in Galactic coordinates of the star count ratio per square degree between

GaiaNIR and Gaia (G-band limit of 20.7th mag giving 1.5 billion Gaia sources). In total 5 times

more stars could be observed, especially in the disk where extinction is highest, by GaiaNIR for the

H-band limit of 20th mag (left figure) and 6 times more stars could be observed by including the

K-band limit of 20th mag. Crowding is not taken into account here and will limit the increase in

numbers in the densest areas. From Hobbs et al., 2019a.

the properties of stars, particularly those shrouded in dust, and small solar system bodies; how are

they distributed and what is their motion? How many co-planar systems like ours (with Earth-sized

and giant planets) are there and what fraction have planets with long period orbits? To answer

these questions there are three main science challenges for a new all-sky astrometry mission (The

following is a brief summary of the discussion in Hobbs et al., 2019a where more detailed arguments

are given):

1.1 NIR astrometric science cases

NIR astrometry (and simultaneous photometry) is crucial for penetrating obscured regions and

for observing intrinsically red objects when implemented with sufficient accuracy. Peering through

the dust of the Milky Way to obtain a dense sampling of the phase space necessary to study the

bulge, bar, bar-disk interface and spiral arms. Spiral structure can excite stars to radially migrate

and induce disk heating and accurate measurements of the 3-D motion and properties of these

obscured stars are needed to trace the dynamical history and evolution of our Galaxy. Preliminary

estimates show that a new NIR astrometry mission would observe at least 5 times as many stars as

Gaia, assuming the same magnitude range, giving a huge increase in the catalogue size and would

dramatically increased phase space sampling of the disk, especially of the innermost regions where

co-existing populations require better statistics.

Since Gaia was proposed, it has become clear that the evolution of the Milky Way is far more

complex than had been realized. Not only is it not in equilibrium, its stars actually move away from

their birth places, a process called radial migration which can vary with time and distance from the

Galactic centre. Stars can be strongly influenced by the bulge and bar regions and their interaction

with spiral arms and also by minor mergers. All of this implies that the local volume near the Sun
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cannot be understood in isolation, without a proper description of the innermost regions of the

Milky Way and its merger history. A new NIR astrometry mission would allow us to probe this vast

region and accurately determine the dynamics of the stars there.

The Milky Way presents our best opportunity to study the nature of dark matter, the gravi-

tational force at different points in the inner disk of the Milky Way is not well known and many

sources will not have been observed by Gaia so a new NIR mission would give unique measurements

with similar accuracy to Gaia. The parallaxes, and proper motions at the Galactic centre distances

will thus not be very accurate for many new sources. However, double epoch observations for

bright stars will give a smaller sample of very accurate parallaxes and proper motions. The very

unique all-sky astrometry that a new NIR mission can offer constrains the detailed dynamical and

orbital structure of many more stars and at greater distances around the central black hole region

than other surveys such as GRAVITY and Small-JASMINE.

Gaia has already shown that the Galactic plane itself shows clear signs of a warp and this means

that conceptions of our Galaxy having a simple rotation curve which is a function of radius must

be discarded, and we must map the velocity field across the Galactic plane. A future astrometric

mission will allow us to do this far more accurately than Gaia alone, because of the improved

proper motions, and working in the NIR will alleviate the selection effects caused by dust extinction

revealing the stars in the midplane of the Galaxy that are not seen by Gaia.

Stars are continuously formed in clusters of tens to thousands and evolve together for a shorter

(∼ 100 Myr) or longer time (a few Gyr) in associations or open clusters, respectively, depending

on whether they are gravitationally bound or unbound. Clusters are often located in the spiral arms

of the Milky Way and are composed of young stars that have recently formed in the disk. The

stars belonging to a cluster have roughly the same age and metallicity and can be used to probe

the Galactic disk structure and formation rate, to study young star properties and their formation

process as well as probing radial migration.

The spiral structure of the Milky Way is surprisingly poorly known, radio measurements are

providing good constraints on the fundamental parameters of the Galaxy, including the distance to

the Galactic centre, but are very limited in number. Spiral arms are also the main areas of star

formation in the Milky Way, and are responsible for a significant portion of radial migration and

disk heating. A new NIR astrometry mission can provide many more samples of stars in the disk

plane with enough astrometric accuracy up to about the distance of 8 kpc, and can uncover the

stellar motion around the Outer, Perseus, Local, Sagittarius, and Scutum-Centauras arms over a

large range of Galactocentric radii and azimuthal angles. This will provide an ultimate answer for

the origin of the spiral arms and will be key to resolving questions regarding the nature of dark

matter, by showing us whether the Galaxy has a cored or cusped dark matter halo, whether there

are any thin, disc-like components to the dark matter distribution, and whether spiral arms have

their own dark matter component.

1.2 Improved proper motion science cases

A new mission could be combined with the older Gaia catalogue (currently ∼1.7 billion sources)

with a 20 year interval to give a much longer baseline of 25–35 years, with very accurate proper

motions (a factor of 14–20 better in the two components) and improved parallaxes needed to

measure larger distances. While Gaia is making much progress it will not be sufficient to discover

and characterise most of the stream-like structures in the halo. Improvements in the accuracy

of proper motions would allow a new mission to resolve tangential motions in streams and local

dwarf galaxies, with a potential accuracy of 2–3 km s−1 for specific samples out to ∼ 100 kpc.

Additionally, improved proper motions will also be crucial to help disentangle the mixed populations

in the bulge region. This is only possible by exploiting the long time baseline allowed by combining

Gaia measurements with those from a future astrometric mission. This will provide great insight

into the gravitational potential in the outer reaches of the Milky Way where halo streams are
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sensitive probes.

Streams in the Milky Way halo are formed when satellite galaxies or globular clusters are pulled

apart in the tidal potential of the Milky Way. The stars then drift apart because they are on

different orbits and form a (typically thin) band of stars across the sky. Improving proper motion

measurements for stars in Milky Way streams will allow “gaps” in the streams to be identified more

easily, we might see the influence of dark matter sub-haloes in the Milky Way’s halo even though

they contain no stellar matter. All this will allow us to determine the dark matter distribution at

large radii, including any flattening of the potential, and the total mass of the Galaxy. A future

astrometry mission would provide highly accurate proper motions and more accurate distances to

these stars, which will allow much more precise determination of the potential of the Milky Way at

these large radii.

A full understanding of the internal dynamics of dwarf spheroid galaxies still remains beyond

our reach. There is a trade-off between dark matter content and tangential anisotropy and/or

repeated tidal heating by encounters with the Milky Way which can masquerade as a highly dark

matter dominated galaxy. The only way to be sure of the true dark matter content is to measure

the internal proper motions of the stars in the dwarf galaxy, not only the bulk proper motion of the

system (feasible with Gaia). Only the combination of Gaia and GaiaNIR can hope to achieve this

challenging goal.

Astrometrically resolving internal dynamics of nearby galaxies, such as M31, dwarf spheroidal

galaxies, globular clusters, the Large and Small Magellanic Clouds (LMC, SMC), sets requirements

on the accuracy. For example, the LMC has a parallax of 20 µas and an accuracy of about 10%

is needed, which is just within the reach of Gaia. Precise mapping of dark matter (sub-) structure

in the local group (for instance Cen-A) and beyond is possible with accurate proper motions. Gaia

can only just directly measure internal motions of nearby galaxies. Combining proper motions from

two Gaia-like missions opens up the tantalising possibility of accurately measuring their internal

motions and thus resolving the dynamics within the Local Group.

Proper motions and parallaxes, especially of binaries, will be much improved when astrometric

data from two missions are combined and the detection of planets with significantly longer periods

than by Gaia alone can be achieved. A significant population of stars with planetary system

architectures similar to our Sun’s (so long period, massive gas giants, like Jupiter and Saturn, in

the outer reaches, shielding Earth type planets in the star’s habitable zone) will be discovered.

Another strong impact is on the study of the population of small Solar System bodies, asteroids,

comets, and planetary satellites. Solar System bodies are easily perturbed and repeated high

accuracy astrometry and photometry are needed improve our knowledge here.

1.3 Maintenance of the celestial reference frame

A new mission would allow the slowly degrading accuracy of the Gaia visible reference frame,

which will become the fundamental Celestial Reference Frame (CRF) and the basis for all modern

astronomical measurements, to be re-initialised back to a maximal precision. This degradation is

due to errors in its spin and due to small proper motion patterns which are not accounted for. The

catalogue accuracy itself will decay more rapidly due to errors in the measured proper motions.

However, the million or so quasars expected in the Gaia-CRF represents a tiny fraction of the

Gaia sources. With the typical angular distance between the quasars of about 6 arcminutes the

Gaia-CRF is not dense enough to provide a suitable reference grid needed for forthcoming Extreme,

Giant and Overwhelming telescopes but also for smaller instruments currently operating or being

planned. Moreover, most of the quasars of the Gaia-CRF are rather faint (between magnitudes

G = 19 and 21) so that the accessibility of the reference frame is given only in the optical and

almost exclusively in that interval of magnitudes. The extension of the Gaia visible reference frame

into the NIR is an important step given that so many new space and ground based observatories

will have infrared sensitive instruments. A new mission would provide better accuracy to explore
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proper motion patterns, for example, from the Sun’s Galactic acceleration to gravitation waves,

real time cosmology and fundamental physics.

In summary, the new mission proposed to ESA in the Voyage2050 call (Hobbs, et al., 2019a),

will observe many new stars in obscured regions. We estimate at least 5 times as many stars

will be observed, giving up to 8 billion new objects. NIR opens up a new wavelength range which

allows us to probe the dusty obscured regions of the Galactic disk with high-precision astrometry

and broad-band high-resolution photometry, while out of the Galactic plane a new mission will

go deeper to enhance the halo science cases and provide complementary legacy data to ground

based surveys such as LSST. A common astrometric solution for the two missions will give greatly

improved proper motions but also improve the parallaxes, for up to 2 billion common stars. Long

term maintenance and expansion of the dense and very accurate celestial reference frame with

a new mission is necessary for future precise astronomical observations and provides an essential

service for the astronomical community. These features ensure that a new mission is not simply

an increment on the previous one but will create an astrometric revolution in itself!

2. THE TECHNICAL CHALLENGE

In 2016 Hobbs et al. proposed to ESA a new all-sky NIR astrometry mission, called GaiaNIR,

which could realise the science cases discussed above. Such a NIR space observatory is however

not possible today: it requires a new type of Time Delay Integration (TDI) NIR detector to

scan the entire sky and to measure global absolute parallaxes. In 2017, an ESA study1 of the

GaiaNIR proposal already hinted that a US-European collaboration would be a possible route to

make GaiaNIR science and technology a reality and subsequently McArthur et al. 2019 and Hobbs et

al. 2019b submitted white papers to the US decadal survey (Astro2020) outlining the science cases

and a possible US-European collaboration. The Australian National University is also developing

NIR astronomical detector technology with TDI capabilities and are very interested in becoming

part of this endeavour. The Japanese are currently working in a different direction with small-

JASMINE, which has been recently selected by ISAS/JAXA for their M-3 mission with a current

scheduled launch in mid-2020s, to do relative (to Gaia) astrometry in the NIR, but only focusing

on the small region within ∼100 pc from the Galactic centre and relatively bright (Hw< 15 mag)

stars. With their experience from small-JASMINE they are clearly interested in collaborating on

the new mission outlined here.

In the Astro2020 APC white paper (Hobbs et al., 2019b) investigated four different technologies

which could be used to achieve our goals. Astronomical-grade infrared detectors are well established

for both ground- and space-based applications. At shorter IR wavelengths, the premium detectors

are HgCdTe devices, especially those fabricated by Teledyne in the USA. Unlike CCD detectors,

the state-of-the-art for optical wavelengths, the HgCdTe devices cannot be used in a scanning

mode, in which the image is transferred within the device synchronously with the scanning motion

of the optical system (i.e. TDI). TDI is useful in many applications, and particularly for surveys, as

individual exposures are not required, and data simply pour out of the detector array in a continuous

stream. An example of TDI in ground-based astronomical applications is the Sloan Digital Sky

Survey (SDSS), one of the most influential astronomy initiatives ever while a space-based example

is ESAs Gaia mission mentioned above. Such surveys could not have been achieved without TDI

operation but have been limited to the optical band.

This is a significant limitation. The importance of NIR in modern astronomy and cosmology

is abundantly clear with most major ground-based facilities operating powerful infrared instrument

suites, and major upcoming missions such as James Webb Space Telescope, Euclid and WFIRST

1http://sci.esa.int/future-missions-department/60028-cdf-study-report-gaianir/.
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are either completely or significantly orientated to infrared observations. There is a compelling

case, therefore, for an infrared detector that can operate in TDI. There are a number of possible

approaches to developing TDI-NIR detectors:

1. Using HgCdTe Avalanche Photodiodes (APDs) with TDI-like signal processing capability.

The challenge here is to scale the technology to large format arrays and ensure the dark

current does not introduce unwanted noise at temperatures above 100 K.

2. Ge detectors due to the lower band gap can detect NIR radiation of longer wavelengths than

possible with Si detectors. Clearly this technology is new but many of the manufacturing

techniques developed for Si are also applicable to Ge and further development is needed to

see if they can be used for our application with low noise in large format arrays.

3. A hybrid solution which uses a HgCdTe NIR detector layer bump bonded to a Si CCD. The

idea is that the photons are detected in the surface NIR layer and transferred to the Si

buried channel at each pixel. Charge can then be easily moved along the pixels of the same

column in sync with the charge generation, thus achieving TDI. What is not known yet is

how efficiently the charge can be transferred from the NIR detection layer to the Si CCD and

if both materials can be operated at the same temperature.

4. Microwave Kinetic Inductance Detectors (MKIDs) are cooled, multispectral, single photon

counting, multiplexed devices, capable of observation in the UV through to NIR. They mea-

sure the energy of photons at high frequency to within several percent making them ideal for

TDI like operation. Whilst relatively new, small MKID arrays have already been utilised on

ground-based telescopes for astronomy, demonstrating their potential.

The above list of has been ordered to reflect the suitability of each option; the APD detectors

are currently seen as the best option; the Ge detectors are limited in wavelength to 1600 nm;

the hybrid solution is technically complex; and the MKID solution requires cryogenic cooling. The

APD solution is most promising and rapid progress is being made in developing large format arrays

suitable for our application (see Gilbert et al., 2019). Nevertheless there are still some technical

challenges, namely 1) they exhibit large dark currents even at low gain while conventional HgCdTe

detectors do not and 2) the visible response of the devices needs to be enhanced - normally achieved

through substrate removal. It remains to be seen if these challenges can be overcome but APD

development looks promising at this point.
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ABSTRACT. Astrometric data from Gaia are already revolutionizing astronomy in all branches

from the solar system and stellar structure to cosmic distances and the dynamics of the Milky

Way. In April 2018, the second data release based on 22 months of observations gave 5-parameter

astrometry for more than 1.3 billion sources and a further 0.4 billion sources with 2-parameter

solutions; while subsequent releases will give increasingly accurate and comprehensive sets of as-

trophysical data. The final Gaia data set will presumably be based on 10 years of observations thus

providing a new astrometric foundation of all astronomy. It is however clear that a Gaia successor

in twenty years is required for observation of the same stars (estimated to be ∼2 billion), providing

improved parallaxes and improved proper motions with 10–20 times better accuracy, in order to

maintain and strengthen the astrometric foundation of astronomy. By adding a Near-InfraRed

(NIR) capability to the new mission we will be able to peer into the obscured regions of the Galaxy

and measure up to 8 billion new objects and reveal many new sciences in the process.

1. MOTIVATION FOR GaiaNIR

The current Gaia mission has only just begun to revolutionize our understanding of the Galaxy.

The first Gaia data release gave 5 parameter astrometry for more than 2 million sources but this

gave just a hint of what was about to come in the second release. In April 2018 we released 5

parameter astrometry for more than 1.3 billion sources and a further 0.4 billion sources with 2-

parameter solutions. The nominal Gaia mission of 5 years will eventually provide positions, absolute

parallaxes and proper motions, to unprecedented accuracies (20–25 µas (yr−1) at the magnitude

G=15), with the addition of all-sky homogeneous multi-colour photometry and spectroscopy. The

extended mission of up to 10 years will further improve on this with increasingly accurate and

comprehensive sets of astrophysical data. These unique capabilities go well beyond and are com-

plementary to the science cases being addressed by ground based surveys (such as RAVE, SDSS,

Pan-Starrs, APOGEE, LSST, etc).

The most obvious way to improve on Gaia’s capabilities is to extend them to all-sky absolute

Near-InfraRed (NIR) astrometry allowing the new mission to probe through the Galactic dust to

observe the structure and kinematics of the star forming regions in the disk, the spiral arms and

the bulge region to give model independent distances and proper motions in these obscured parts

of the sky. A new mission launched with an interval of 20 years (around 2040) would allow new

measurements of objects already in the Gaia catalogue to be combined with older data giving

improved proper motions with 10–20 times smaller errors. Parallaxes would also be improved in

such joint solutions by a factor of
√

2 assuming the two missions are of equal duration. After

the publication of the final Gaia catalogue the positions of stars will be accurately known at the

chosen reference epoch and linked to the VLBI reference frame. However, this accurate positional

information will slowly degrade due to the small uncertainties in the proper motions of the stars.

Hence, it is necessary to repeat the measurements of Gaia after about 20 years to maintain the

positional accuracy and the optical reference frame.

The accuracy of the new mission should be at least that of Gaia using tried and trusted
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instrumentation, techniques, and lessons learned from Gaia. To achieve these goals we need to

explore the feasibility and technological developments needed to manufacture space qualified and

passively cooled optical and NIR (400–2500 nm) Time Delay Integration (TDI) sensors needed

to compensate for rotation. To maintain ESA’s leadership in all-sky space astrometry it is highly

desirable to develop such detector technology within Europe. The most promising NIR sensors

today seem to be Avalanche PhotoDiode (APD) HgCdTe sensors which can also support TDI

mode. In 2016 we successfully proposed such a technology study to ESA (Hobbs et al., 2016) in

a call for “New Science Ideas” to be investigated for technologies not yet sufficiently mature. It is

hoped that these ideas may become candidates for future missions in the ESA Science Program.

A new mission would also multiply the number of observed objects by a factor of 5-6 giving up

to 8-10 billion newly measured objects depending on the cutoff wavelength of 1800 nm or 2500 nm.

In 2017 ESA studied1 such a NIR space observatory (GaiaNIR). The outcome was that in order to

achieve the very demanding science goals it requires new types of NIR TDI detectors to scan the

entire sky and to measure global absolute parallaxes. Gaia is an ESA-only mission as Hipparcos was

and we thought a Gaia successor should be the same. Recently however, we have strengthen our

efforts by international collaboration. Together with US, Japanese and Australian colleagues we

have submitted a proposal outlining the detailed science cases to ESA’s Voyage2050 call (Hobbs,

et al., 2019a) and two proposals for study in the US Astro2020 Decadal Survey (McArthur, et

al., 2019 and Hobbs, et al., 2019b). Such an international collaboration would help to keep the

overall cost of the Mission for ESA within the Medium-class (M-class) envelope and thus make its

selection more feasible.

2. ESA TELESCOPE IN 2017

In 2017 ESA studied1 the GaiaNIR concept at its Concurrent Design Facility (CDF). GaiaNIR

was one of the 26 proposals received from the New Science Ideas call in 2016 (Hobbs et al., 2016)

and its purpose was to:

• enlarge the achievement of Gaia to astronomical sources which are only visible in NIR;

• improve the stellar parallax and proper motion accuracy by revisiting the common sources 20

years after Gaia;

• maintain the accuracy of the Gaia optical reference frame and to extend it to the NIR.

The ESA study for GaiaNIR resulted in a new telescope design which is not un-similar to Gaia as

many key ideas were reused. The optical path of the telescope is composed of:

• A primary, a secondary and a tertiary curved mirror.

• Four flat mirrors:

– two at the entrance pupil, one for each sky direction;

– at the exit pupil which can accommodate a de-scanning mechanism for conventional

NIR detectors (static image) or a simple flat mirror for TDI like NIR detectors (moving

image);

– a folding mirror after the exit pupil located to the side of the Korsch tertiary mirror to

make the overall mechanical envelope more compact.

Figure 1 shows the GaiaNIR optical surfaces and light path. Support structures of all optical

instruments are directly connected to the torus structure to avoid obstructions of the light path.

1http://sci.esa.int/future-missions-department/60028-cdf-study-report-gaianir/.
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Figure 1: GaiaNIR optical surfaces and the light path (left) and Top view of the GaiaNIR Light

path (right). Images from the ESA CDF study report.

Note the de-rotation mirror that is located in the middle of the torus structure, this is required

for conventional non-TDI NIR detectors to produce a static image on the focal plane but can be

replaced with a simple flat mirror when using TDI NIR detectors which give a moving image on

the focal plane.

For GaiaNIR ESA designed an off-axis Korsch telescope, as it is in Gaia. But it differs from

Gaia with regard to two important optical features: 1) The mirror surfaces are simple conics. This

simplifies manufacturing alignment and test; and 2) The entrance pupil is at the flat folding mirror

in front of the primary instead of on the primary mirror itself. This does not have a significant

effect on image quality. Gaias mirrors are conics with high order aspheric coefficients and used off

axis, which made manufacture and test of these elements very challenging.

The entrance pupil area was equivalent to 1600 x 250 mm2, where the long side of the pupil

is in the direction of rotation and the field-of-view was 0.6◦ × 0.47◦ and the effective focal length

was 35 m similar to Gaia.

Figure 2: Summary of the astrometric performance comparison in micro-arcsecs between the

GaiaNIR with TDI and GaiaNIR baseline (with de-rotation mirror) and for three stellar types and a

5 year mission. Table from the ESA CDF study report.

During the CDF study the baseline mission concept used conventional non-TDI NIR detectors

together with a de-rotation mirror to remove the image motion as the spacecraft rotates. This

baseline astrometric solution was compared to using the same detectors but with a TDI mechanism

and the results of the CDF study are presented in Table 2. It is clear that the baseline solution

with conventional detectors gave very poor astrometric performance for faint stars (up to a factor

of 10) while a TDI detector solution gave performances comparable to Gaia. The difference in

results is mainly due to the reset time for the de-rotation mechanism which does not allow the star
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light to be integrated for long enough. The science performance for the faint stars is critical for

this mission - most stars are faint and most of the GaiaNIR science cases are aimed at the faint

stars. In conclusion this mission concept requires that we use a TDI like approach to integrate the

light as it passes across the focal plane - this important and obvious conclusion was unfortunately

ignored in the ESA CDF study report.

3. DETECTORS AND FILTERS

In the recent APC white paper in Astro2020 Hobbs, et al., 2019b investigated 4 different

detector technologies which could be used to achieve TDI in NIR detectors. From these four

approaches we identified electron initiated Avalanche PhotoDiodes (e-APDs) as the most promising

for our application. APDs are semiconductor electronic devices which exploit the photoelectric

effect and can be considered the semiconductor analogue of the photomultiplier. They are very

promising technology with the limitation of increasing the dark current at temperatures above

100K. The very fast read out of these devices makes APDs inherently suited to a TDI like signal

processing mode.

Figure 3: Overview of the minimal focal plane array design for GaiaNIR with 4 pass bands from

400 nm to the indicated cut-off wavelength. The arrowed line on top indicates the 104 cm size of

the Gaia focal plane. The new design is less than half the size of Gaia’s and could be expanded to

included more detectors if affordable. If the cut-off wavelength is selected to be 2500 nm it would

be ideal to add a fifth band of filters on the left giving 74 detectors in total.

One of the reasons e-APD arrays have matured so quickly in recent years is that they can be

constructed using near-standard manufacturing processes. e-APDs offer voltage controlled gain at

the point of photon absorption, electron gain values up to 1000, virtually zero power consumption,

bandwidths to GHz, high stability, high uniformity, no impact on the pixel design and non-destructive

readout schemes with subpixel sampling are possible with negligible added noise. Nevertheless there

are still some technical challenges, namely 1) they exhibit large dark currents even at low gain while

conventional HgCdTe detectors do not and 2) the visible response of the devices needs to be

enhanced - normally achieved through substrate removal. It remains to be seen if these challenges

can be overcome but APD development looks promising at this point.

The focal plane design used in the ESA CDF study is show in Figure 3 and was a minimal focal
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plane designed to meet the science requirements but also to reduce the costs given that the new

detectors were expected to be more expensive than the ‘conventional’ CCDs used for Gaia. Crucial

differences between the GaiaNIR focal plane and Gaia’s are that:

1. The sky mapper field has been removed and dissemination between the two fields-of-view

(FoVs) will be done by on-board tracking of the motions of stars (which are different) for

each FoV across the focal plane.

2. The photometric and astrometric FoV are combined into a single field.

3. The radial-velocity spectrometer is removed and not considered necessary given the large

number of planned ground based surveys.

The design consisted of 60 NIR detectors, arranged in 7 along-scan rows and 9 across-scan strips

(8 are for the astrometric/photometric field, the other is used for monitoring purposes), divided

into 4 photometric fields each with different upper cut-off wavelengths. The design can easily be

extended to 2500 nm by adding one extra photometric field. Stars enter the focal plane from both

FoV on the left and will move in slightly different directions depending on the which FoV they

originate from, on-board software can then anticipate their motion across the rest of the focal

plane. The leftmost photometric band is the broadest to detect all stars and subsequent bands are

narrower. Spectral filtering can be achieved by depositing filter material directly on the detectors

which is a relatively new technique to simplify the optics and reduce costs.

4. SO WHAT DO WE DO?

The study by ESA in 2017 concluded that the GaiaNIR mission would be Large-class (L-class)

even after reducing costs. However to enhance our chances of being selected we need to fit in

the M-class cost category for ESA. This can only be achieved by attracting external partners who

could help fund the project (US, Japan, Australia, etc. have indicated interest) and we plan to

intensify our efforts in this direction in the coming years.

We are currently closely following the SAPHIRA e-APD being developed by Leonardo MW

Ltd. (see Gilbert, et al., 2019). On-sky performance has been demonstrated in imaging mode

a number of times and early success with one such system at the Australian National University

(ANU) has led to a space-based TDI mission for astronomy. The Emu mission will demonstrate

space-flight readiness for SAPHIRA with a ∼100 mm telescope deployed on the International

Space Station (ISS) which mitigates many of the technical hurdles associated with deploying small

payloads, instead focusing on technology demonstration. A prototype system was successfully

demonstrated on-sky in April 2019. While the current generation SAPHIRA e-APD has only a

modest scale (320x256 pixels, but with a high pixel operability, approaching 100%), a number of

active collaborations are underway to deliver large format (1k×1k) devices more relevant for the

extended focal plane mosaics typically needed for large survey missions. ESA have recently issued

tenders for the development of 2k×2k APD devices and it is this large format that would be suitable

for our mission.
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ABSTRACT. For independent verification of the global orientation and spin of optically bright

objects obtained from the Gaia mission, positional VLBI observations of radio stars are identified

as being the most precise technique for the upcoming data releases (Lindegren, 2019). Here, we

propose three radio star surveys in the continuum emission phase-referencing mode with the VLBA

for the (re-)detection of stars with promising characteristics for the VLBI-Gaia link to meet the

demand of more VLBI data for this task. In the first proposal we revisit stars that have been

detected by continuum VLBI/VLA observations in the past. To optimize the sky distribution we

plan to find new radio stars in the second and third proposal, either by searching for radio emission

of suitable nearby single stars that have never been observed at radio wavelengths before or by

observing stars that already have detected radio emission.

1. NECESSITY OF NEW VLBI-OBSERVATIONS OF RADIO STARS IN THE VIEW
OF GAIA

Gaia’s ability to determine an accurate optical frame and a distance scale is important for many

scientific topics, such as the study of star and Galaxy kinematics, better calibration of the cosmic

distance ladder and constraining physical properties of a wide range of celestial objects. Since

satellite navigation systems, such as GPS, are not available beyond the immediate vicinity of the

Earth, the Gaia catalog will play a key role in the navigation and attitude control of spacecraft in the

future. The Gaia data already outperform any other optical realization today and will most likely

remain the most accurate source for optical positions for several decades in the future. Verifying

Gaia’s orientation and spin accuracy, especially for the optically bright objects, is essential for high-

precision astro-navigation and orientation, particularly in the post-mission period when spin and

proper motion errors dominate the position errors. Gaia Data Release 2 (DR2, Gaia Collaboration

et al. (2018)) comprises around 1.7 billion objects gathered during the first 22 months of Gaia’s

operational phase. For astrometry, it provides an independent reference frame with an accuracy

that is comparable to the Third International Celestial Reference Frame (ICRF3, Charlot et al.

(2018)) derived from geodetic VLBI measurements of extragalactic radio sources, providing a

unique historical opportunity to identify systematics in both measurement techniques as well as

to study scientific subjects including frequency-dependent time varying core-shifts using common

objects.

The orientation of Gaia DR2 is tied to the radio frame through quasars. The orientation was

constrained to the ICRF3 prototype whereas the spin parameters were constrained to the ICRF3

prototype and AllWISE data of quasars (Secrest et al., 2015), as described in Gaia Collaboration et

al. (2018). In terms of calibration, Gaia data are separated into several magnitude dependent parts
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due to instrumental reasons (Lindegren et al., 2018). The faint part of the Gaia reference frame

behaves as expected in both orientation and spin when validating it against external data (Lindegren

et al., 2018). For the verification of the orientation and spin of the bright (<13 mag) Gaia frame,

stars can be used that are also visible in radio frequencies. The Gaia team used VLBI data of around

20 radio stars from the literature to verify the orientation, but because of the sparseness of the

data, the large epoch differences and the non-linear motions of many of the stars the orientation

could not be determined sufficiently well (Lindegren et al., 2018). Clearly, systematic errors in

individual objects as well as in the measurement techniques are limiting the ability to determine

an accurate tie. In contrast, the spin of the bright reference frame was calculated from proper

motion differences of 88,091 bright stars in DR2 and the Tycho-Gaia astrometric solution (TGAS,

Lindegren et al. (2016)) in Gaia DR1 (Gaia Collaboration et al., 2016). The proper motions

of DR2 were derived from the 22 months of Gaia observations only, whereas the proper motions

of DR1 (TGAS) were computed with the help of Hipparcos positions of stars at epoch 1991.25,

a time span of about 24 years. The spin shows a significant deviation from the spin calculated

from data of fainter objects of about 0.15 mas/yr, and thus disagrees at more than a 5 sigma

significance (see Figure 4 in Lindegren et al. (2018)). The spin difference results not from bad

data in DR1 (TGAS), but instead from DR2, due to uncalibrated instrumental effects on proper

motions of bright objects. These could be effects in the gated observations or the observations

of window class 0, which are also clearly related to the dependence of the change of difference in

parallax as a function of magnitude (Lindegren et al., 2018). In future Gaia DRs, analysis methods

will be used that should minimize the difference between the bright and faint frame. The improved

positions, parallaxes and proper motions expected for subsequent Gaia DRs will not be comparable

to Hipparcos data in terms of accuracy anymore. Then, only VLBI measurements will provide

sufficient accuracy to enable the verification of future Gaia DRs.

Unfortunately VLBI data of radio stars are sparse till today and more observations would be

very beneficial for this task. The effect of more VLBI data was studied by Lindegren (2019). Using

only VLBI data, he simultaneously estimated six spin and orientation parameters from VLBI and

Gaia data of 26 best fitting stars, also based on single-epoch measurements. The calculations

resulted in a similar rotation of the bright reference frame at a rate of 0.1 mas/yr relative to the

faint reference frame. Still, one of the limitations of his calculations is the sparseness of available

VLBI observations of (suitable) radio stars. Also the resulting orientation parameters are biased

by the heterogeneous sky distribution of the stars observed in more recent years, as their data

contribute most to these parameters.

Lindegren (2019) shows, that new single-epoch measurements of positions of the best fitting

stars will most of all improve the determination of spin parameters, if they are taken in later years

(rather in 2030 than in 2020). From our point of view, taking measurements now can already

improve and validate earlier data releases, and thus will be valuable for the scientific community

right away. His study also shows that the error of spin parameters significantly decreases with

subsequent Gaia data releases even without additional VLBI observations, which is due to smaller

uncertainties in the Gaia proper motions due to a longer time span of available observations,

whereas for the orientation new VLBI data will present a significant improvement for current and

later Gaia data releases. We propose three approaches to fulfill the various needs of new radio star

observations.

2. PLANNED PROPOSALS

Our proposals are planned to be observed with the VLBA network. All stars for proposed

observations are within its declination limit and are optically brighter than 13 mag, as required

for the bright Gaia frame. The sky coverage for the various proposals is shown in Figure 1 and

the respective brightness histograms in Figure 2. The selected stars are well represented in Gaia
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data having a full valid 5-parameter solution in DR2 if not stated otherwise. In addition, they

show a good fit to a single star model from this data, which is expressed by parameter RUWE

(re-normalized unit weight error, calculated from Gaia DR2 data, Lindegren (2018)) being smaller

than 1.4, which indicates that they are not resolved as binary stars in Gaia DR2. The stars were

additionally selected to provide a good sky coverage, i.e., in areas with many stars we selected only

the radio-brightest ones.

2.1 Re-observation of already known radio stars

A re-observation of radio stars that have already been observed by VLBI not only has the ad-

vantage to get refined proper motions and parallaxes as well as positions during the observation

time of Gaia with few input of new observing time, but also a high probability of successful de-

tection. The optically bright stars are highly variable and faint in radio frequencies if compared to

extragalactic radio sources that are usually used for geodetic VLBI. For this proposal, we excluded

stars with radio spectral-line observations, since we want to focus on continuum emission only. We

further consider the suitable spectral types for the link between optical and radio frequencies. This

leads to main sequence stars with the exception of stars of type O and B, since the probability

of radio-optical offsets is higher for these types due to stellar winds and complex structures, as

well as to the exclusion of M and L type stars due to the higher possibility of resolved binaries

in VLBI observations. As recommended by Lindegren (2019), they are neither Mira type nor red

supergiants. We took the information of spectral classes from the SIMBAD database (Wenger et

al., 2000).

The final selection of 46 stars consists of seventeen stars that are from the list of recommended

candidates for Gaia-VLBI link by Lindegren (2019). Four of them are of spectral type O or B but

they are still selected because they fit a single-star model well and thus a higher priority was given

to the precious longer data set that is available when combining the new data with data from

the archive. One of the 17 stars (V2248 Oph) is known to be a triple star system, but shows a

low discrepancy between VLBI and Gaia. More observations are useful for an enhanced study of

the VLBI and Gaia offset for this object. With a view to future Gaia DRs and the availability of

orbits for some objects as well as the verification of these orbits, four additional stars were selected

which show the probability of a binary companion but are promising for orbital modeling. Two

more stars were selected from the list of Xu et al. (2019). One of them, bet Per, was chosen

because it is the only one of the eleven link stars for the Hipparcos mission that was not yet in the

selected sample. This is because it does not have a full astrometry solution in DR2 yet. We made

an exception for this star and took it into our selection of stars to be observed, because again,

new observations for this star would provide a long positional time series when combined with the

observations from the 1980s and 1990s, and in addition we will be able to do tests using the same

set of stars as for Hipparcos comparisons. It is a future task to look for more possible candidate

stars for the Gaia/VLBI link that have extensive VLBI observation history and were detected by

Gaia but do not have a full astrometric solution in DR2 yet. Using the same general approach,

we additionally selected 23 radio stars of Boboltz et al. (2003) and Boboltz et al. (2007), who

did phase-referenced continuum observations in X-band of in total 52 radio stars for the Hipparcos

CRF link using the VLA and Pie Town telescopes.

2.2 Detection of nearby stars

Our second proposal aims to increase the number of radio-optical counterparts in order to

improve the sky distribution. We selected optically-bright stars that are both in Hipparcos and Gaia

DR2 subsets, in order to have a good chance of accurate Gaia data at the end of the mission. We

excluded stars that were identified as double or multiple star systems by Hipparcos. We further

filtered for main sequence stars that are of suitable spectral types using data from SIMBAD. From

the r-squared law, we assume that the nearest such stars would be the brightest, so if these stars
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produce any significant radio emission, the nearest would be the best objects to observe. Our final

selection contains stars that are within 20 pc of the Earth.

It consists of 102 stars that to our knowledge have not been observed by VLBI yet. The set

was chosen to provide a rather uniform sky coverage and a variety of spectral classes that are most

suitable for the tie (see Figure 3).

2.3 VLBI-observation of previously detected stars

The third proposal aims to re-observe stars that have already been detected by continuum radio

observations in the past. The catalog of Wendker (2015), a collection of radio detections until the

late 1990s, was used to find promising objects for re-observation with the VLBA. The 75 selected

stars were detected with a minimum flux density of 0.5 mJy in a frequency range from 1 to 100

GHz. We chose a somewhat lower detection limit than our observations will allow, since we assume

that variability in the brightness of the stars can be great, and therefore we do not want to exclude

a star prematurely. Also, we assume that the possibility of detection does not vary dramatically

within the frequency range. The stars have not been observed in phase-referencing mode before.

Therefore, there is no overlap with proposal 1. We prioritized the non-binarity and higher number

of possible new candidates for a successful search survey, which is why the proposed candidates can

belong to various spectral classes as seen in Figure 3. It is certainly possible to filter for preferred

spectral classes, if desired.

Figure 1: Stars selected for observations with color-coding according to the type of proposal.

3. SUMMARY

VLBI observations of optically bright radio stars will be the only method to improve the validation

of the orientation and spin of the Gaia bright reference frame in future Gaia DRs. So far there

are too few observations for this purpose, and the sky distribution of these is not homogeneous

enough to get sufficient results. We present three different strategies for observations to improve

the determination of the spin as well as the orientation parameters using the VLBA network. It

is clearly promising to re-observe already known radio stars and to make use of longer observation

intervals by adding data from the archive for improved estimates of the star’s parameters. But this

is not enough for the precise alignment in both orientation and spin, because there are not enough
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Figure 2: Histogram of G-magnitude of the stars

selected for the observations.
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Figure 3: Histogram of the spectral types of

the stars selected for the observations. For

proposal 3, a stricter selection for the most

suitable spectral types would be possible.

suitable stars known yet, as discussed in Lindegren (2019). Therefore, radio stars have to be found

which have not been observed by VLBI in the past. We offer two approaches for a selection of

suitable candidates to be observed.

For each of the proposals, we would like to conduct a search survey to find stars that are visible

for the VLBA in phase-referencing mode. In a second step, more observations need to be carried

out to get precise positions, proper motions and parallax for those objects which could be detected

in the surveys. In addition, precious data from the archive should get collected and re-processed if

necessary.
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SPHERICAL RECTANGULAR EQUAL-AREA GRID (SREAG)—SOME
FEATURES

Z. MALKIN
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ABSTRACT. A new method Spherical Rectangular Equal-Area Grid (SREAG) was proposed in

Malkin (2019) for splitting spherical surface into equal-area rectangular cells. In this work, some

more detailed features of SREAG are presented. The maximum number of rings that can be

achieved with SREAG for coding with 32-bit integer is Nr ing=41068, which corresponds to the

finest resolution of ∼16′′. Computational precision of the SREAG is tested. The worst level of

precision is 7 · 10−12 for large Nr ing. Simple expressions were derived to calculate the number of

rings for the desired number of cells and for the required resolution.

1. INTRODUCTION

A new approach to pixelization of a spherical surface Spherical Rectangular Equal-Area Grid

(SREAG) was proposed in Malkin (2019). It is aimed at constructing of a grid that best satisfies

the following properties:

1. it consists of rectangular cells with the boundaries oriented along the latitudinal and longitu-

dinal circles;

2. it has uniform cell area over the sphere;

3. it has uniform width of the latitudinal rings;

4. it has near-square cells in the equatorial rings;

5. it allows simple realization of basic functions such as computation of the cell number given

object position, and computation of the cell center coordinates given the cell number.

In this paper, some more details of the SREAG pixelization method are discussed in addition to

Malkin (2019).

2. SREAG METHOD

Let’s briefly repeat the description of the SREAG pixelization method presented in Malkin

(2019). The basic parameter of this method is the number of rings Nr ing , which must be an even

number. The sphere is first split into latitudinal Nr ing rings of constant width dB = 180◦/Nr ing .

Then each ring is split into several cells of equal size. The longitudinal span of cells in each ring is

computed as dLi = dB sec bi0, where i is the ring number, and bi0 is the central latitude of the ring.

This provides near-square cells in the equatorial rings. Then the number of cells in each ring equal

to 360/dLi is rounded to the nearest integer value. This procedure results in the initial grid. In

fact, only the total number of cells in the grid, Ncel l , and the number of cells in each ring are used

in the final grid construction. Given Ncel l , we can compute the area of each cell A = 4π/Ncel l .

Then the latitudinal boundaries of the rings are to be adjusted as follows. Let us start from the

North pole. Let bu be the upper (closer to the pole) boundary of the ring in the final grid, and bl

be the lower boundary. Then, taking into account that the cell area is A = dL ∗ (sin bu − sin bl),

the simple loop will allow to compute all the final ring boundaries (Malkin, 2019):
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Figure 1: Example: 10-ring SREAG grid.

bu1 = π/2

do i=1,Nr ing/2

bli = arcsin(sin bui − A/dLi)
bui+1 = bli

end do

The last value blNr ing/2 corresponds to the equator and therefore must be equal to zero, which

verifies the correctness of the computation. The latitudinal boundaries for the rings in the South

hemisphere are just copied from the North hemisphere with negative sign. Figure 1 presents an

examples of grids constructed making use of the proposed method. Figure 2 shows the precision

of the computation, which is determined by the deviation of the absolute value of the computed

equatorial latitude blNr ing/2 from zero.

The number of cells in the grid depending on Nr ing is shown in Figure 3. For 32-bit integer,

maximum available Nr ing is 41068, which corresponds to Ncel l = 2’147’421’180. A larger Nr ing
corresponds to Ncel l larger than 231-1=2’147’483’647, the maximum value for a 32-bit signed

integer. This limitation can be extended using a 64-bit integer.

Thus, the SREAG method provides detailed choice of the grid resolutions to satisfy a wide

range of user requirements. For Nr ing = 4 . . .41068 grid resolution varies from ∼45◦ to ∼16′′

(Figure 4). Analysis of the literature showed that the resolution used in practice lies in the range

7.3◦ to 26′′, which is fully covered by the SREAG resolution range.

If one starts with the desired Ncel l , one can easily calculate the corresponding number of rings

by N′r ing = 0.886227
√
Ncel l with further rounding the result to the nearest even integer.

Another simple but accurate expression allows to approximate the grid resolution (in arcmin)

as 10800/Nr ing and thus obtain the required number of rings to provide the desired resolution.
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3. CONCLUSION

The new method SREAG is developed for subdividing a spherical surface into equal-area cells.

The main features of the proposed approach are:

• it provides an isolatitudinal rectangular grid cells with the latitude- and longitude-oriented

boundaries with near-square cells in the equatorial rings;

• it provides a strictly uniform cell area;

• it provides a near-uniform ring width (although the ring width in the final grid is not strictly

uniform, the deviation of the central latitude of the rings from the uniform distribution is

much smaller for SREAG than for other popular pixelization methods as was shown in Malkin

(2019);

• it provides a wide range of grid resolution with a possibility of detailed choice of desirable cell

area;

• the binned data is easy to visualize and interpret in terms of the longitude-latitude (right

ascension-declinations) rectangular coordinate system, natural for astronomy and geodesy;

• it is simple in realization and use.

Proposed approach to pixelization of a celestial or terrestrial spherical surface allows to construct

a wide range of grids for analysis of both large-scale and tiny-scale structure of data given on a

sphere. The number of cells is theoretically unlimited and is constrained in practice only by the

precision of machine calculations.

The SREAG method can be hopefully useful for various practical applications in different re-

search fields in astronomy, geodesy, geophysics, geoinformatics, and numerical simulation. In par-

ticular, it can be used in further analyses of the celestial reference frame, for selection of uniformly

distributed reference sources in the next ICRF realizations, and for evaluation of the systematic

errors of the source position catalogs.
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4. SUPPORTING SOFTWARE

Several Fortran routines to perform basic operations with SREAG are provided at http://www.

gaoran.ru/english/as/ac˙vlbi/#SREAG. They include:
GRIDPAR.FOR Compute parameters of the grid for a given number of rings

CELLPAR.FOR Compute the cell parameters for a given cell number

POS2CN2.FOR Compute the cell number for a given point position

CN2POS2.FOR Compute the cell center coordinates for a given cell number

NR2NC.FOR Compute the number of cells for a given number of rings

NC2NR.FOR Compute the nearest number of rings for a given number of cells

The authors is grateful to Sergey Klioner for useful comments on the manuscript.
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SPHERE USING QUANTITATIVE AND QUALITATIVE METHODS
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ABSTRACT. Our aim is to compatibilize the correction of massive ground- based catalogs and

the study of properties that are missed in DR2. Two advantages justify these studies. On the one

hand, it is usual to suppose that in the correction process the signal and the noise are accurately

detected, but this is not necessary true if the statement ”with respect to me adjustment model

and a precision order” is not added to the assertion. The improvement of two ground-based

catalogs and their comparison may explain a common part in the residuals depending on certain

physical properties. On the other hand a question arises: the observation from the Earth involves

some intrinsic errors but is it possible to align them to the ICRF while conserving the above-

mentioned intrinsically terrestrial properties? This is not possible, but we can seek for quantitative

improvements that eliminate bias and determine qualitative properties of the residual vector field

on the celestial sphere with radius r considering magnitudes and spectral types. This is applied to

assign a proper motion vector field in the domain of work.

1. INITIAL STEPS

Choice of a set of stars common to the Hipparcos and the massive catalog 2MASS. De-

note this set as Ω0. Now, we consider different properties such as the spectral type (split-

ting the data into a KM set and a no-KM set), H-magnitudes (splitting the data into m4 =

[5.750, 7.153), m5 = [7.153, 8.556), m6 = [8.556, 9.959) and m7 = [9.959, 11.363)) and also

the distances assigning the data to sets, following Astraatmadja and Bailer-Jones (2016) in DR1.

We can built different subsets of stars as, for instance, ΩKM,m4 for KM stars with m4 mag-

nitude; or Ωm5 |r=200 , containing m5 stars in the slice [100pc, 300pc], for example. The in-

tervals for r [25pc, 200pc], [100pc, 300pc], [200pc, 400pc], are named after their ”center” r =

100, 200, 300, ..pc. We will denote as Ω any of these possible data work sets.

2. STEP 2: OBTENTION OF THE VECTOR FIELDS

From each set of data points Ω, we supose a relation Yi = m(Xi ) where Xi ∈ Ω is a random

vector and we assume that:

m(Xi) ≃ m(x) + (D1m)x(Xi − x) (1)

with x near some Xi . We obtain the estimator for the vector field and the estimators for the first

derivatives of the vector field: m̂ (x) , m̂1 (x) , m̂2 (x),. . . as the solution of the problem described

in:

{m̂ (x) , m̂1 (x) , m̂2 (x)} =
{
b̂00(x), b̂11(x), b̂12(x)

}
=

= min{
b̂k(x)

} {Yi − b0(x)− b11(x)(Xi ,1 − x1)− b12(x)(Xi ,2 − x2)}2Kh,ix
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Kh,ix =
1

h1
K(
Xi ,1 − x1

h1
)

1

h2
K(
Xi ,2 − x2

h2
) (2)

3. STEP 3: USING VECTOR FIELDS TO OBTAIN QUANTITATIVE DATA

Suppose that the vector of the residuals is developed in vector spherical harmonics depending

on r, α, δ by means of:

X(r, α, δ) =
∑

n,|m|≤n

[rnmRnm + snmSnm + tnmTnm] (3)

where Rnm,Snm,Tnm are the vectors (orthogonal and complete system of the functions with in-

tegrable square in the sphere of radius r) whose coefficients represent the radial, spheroidal and

toroidal parts, respectively of the field X. These vectors are given by the expressions:

Rnm = Ynmr,Snm = r∇Ynm,Tnm = −r ×∇Ynm (4)

Using inner product 〈, 〉 in the Hilbert Space of the spherical S2-vector, the coefficient for the

normalized basis vector φk , are αk = 〈m̂, φk〉. In Marco et al (2019) one can see an exhaustive set

of coefficients of developments for each set Ω. There, it can be observed that the values of the

obtained parameters and their evolution (in the distance) depend on both magnitudes and spectral

types, so that the corrections must be more specific than what is usually considered. This step, in

itself, was qualitatively and quantitatively finer and more precise than other more usual procedures.

4. STEP 4: USING VECTOR FIELDS TO OBTAIN QUALITATIVE DATA

Before applying any correction (which is in J2000), we study stars where (or very close where)

the residual field is singular and, in addition, the rotational component of the field is irrelevant.

These points have the particularity of being maximum or minimum of the function of magnitude VT

of Tycho, used in the reduction of the 2MASS. Note that from Helmholtz decomposition, a vector

field is split into two components (rotational and irrotational) by means of
−→
X =

−→∇φ+
−→∇×−→u where

X is an spherical vector field. Taking divergence operator, we deduce the relation div
−→
X = ∆φ and

assuming φ (α, δ) =
∑
n,m
anmYnm (α, δ), from the application of properties of the Laplace-Beltrami

operator we deduce:

∆φ =
∑

n,m

anm∆Ynm =
∑

n,m

[−n(n + 1)anm] Ynm (5)

where

anm = − 1

n(n + 1)

〈∆φ, Ynm〉
〈Ynm, Ynm〉

(6)

We show here only two examples of singular points of the vector field near singular points of the

potential (see Figures 1 and 2). For more examples, see the above mentioned paper.

5. CONCLUSION

Returning to the text of the Abstract, after the correction process, we obtain the possibility

of exploring the aforementioned ”second advantage”. On the other hand, regarding the ”first

advantage: both ”ground based” catalogs will be improved using Hipparcos2 so that by comparing

two improved catalogs with each other, we can launch the hypothesis that the Hipparcos effect has

only affected the improvement and not the residual component related to the ”Earth-observed”
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Table 1: Comparison between the proper motions from DR1, PMA and our obtained results for

some stars in the neighborhood of some singular points of their vector field. Hip stands for the

number of the star in the Hipparcos catalogue, DR1 for the DR1 identifier. Subindex (1) means

DR1 and (2) means PMA. The proper motions are given in mas , being the last two colums ∆µ∗α
& ∆µδ our obtained results.

Hip DR1 α(1) δ(1) ∆µ∗α(1) ∆µδ(1) ∆µ∗α(2) ∆µδ(2) ∆µ∗α ∆µδ

28951 1008018207212849024 91.6628127275 63.4538738263 −35.558 8.594 −34.73 21.84 −36.35 21.33

30031 998050069154382592 94.7912065760 56.5264619828 −37.640 −31.332 − − −39.10 −31.05

24771 188796557490084480 79.6695937289 −32.3228506874 4.963 −13.891 3.08 −20.75 4.47 −23.68

27047 4756115082715073920 86.0379453784 −65.1018594755 −2.259 21.541 −4.01 26.0 −2.24 27.01

23865 279443525899748352 76.9426318743 55.7590984639 26.115 −14.343 22.01 −16.58 29.28 −21.70

89345 6721441368029854976 273.4528707722 −43.2043919512 −9.007 −13.989 −8.55 −17.27 −9.91 −18.69

44931 3841861165533628672 137.2857737710 −1.5880525106 −27.981 −35.349 −28.80 −45.08 −23.34 −43.16

23863 279443525899748352 76.9426318743 55.7590984639 26.115 −14.3434 22.01 −16.58 28.47 −22.17
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character of both catalogs that may remain. Extension to Tycho-2 stars must be performed

preserving the Hipparcos-2 corrections.
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ABSTRACT. During the period 1964-2019, a number of IAU/IUGG resolutions on reference

systems have introduced improved definitions and concepts concerning the Earth’s rotation. The

aim of this presentation is to report on the successive improvements of the IAU definition of the pole

and UT1 and on the role of IAU Commission 19 and the IERS in this evolution. This presentation

is part of the session on “The 100-year history of the IAU Commission 19/A2”.

INTRODUCTION

The Earth’s orientation in space is traditionally represented by five Earth orientation parameters

(EOP), which provide the direction of the pole in the International terrestrial reference system

(ITRS) due to polar motion, the direction of the pole in the Geocentric celestial reference system

(GCRS) due to precession-nutation, and the variations in the Earths diurnal rotation based on

Universal Time, UT1. At the occasion of the centenary of IAU Commission 19 “Earth Rotation”,

this presentation recalls the evolution during the latest fifty five years regarding 1. the definition

of the pole and 2. the definition of UT1, which have been regularly discussed and updated within

several IAU Working Groups, meetings and resolutions during that period.

1. THE DEFINITION OF THE POLE

1.1 Relationships between various reference axes: Poinsot representation

Different axes (and the corresponding poles) are considered in the Earth’s precession-nutation

theory: the axis of figure, ~C, the axis of angular momentum, ~H, the instantaneous axis of rotation,
~Ω, and the axis of the ecliptic, ~Z, ε being the obliquity of the ecliptic. In the case of a rigid Earth,

according to Poinsot’s representation, ~Ω undergoes the following motions:

(a) The free Eulerian motion within the Earth (around ~C), known as polar motion (PM) and

its corresponding diurnal motion (i.e. the sway) in space around ~H,

(b) The forced precession-nutation (PN) in space around ~Z and its corresponding retrograde

nearly diurnal motion within the Earth, known as diurnal nutation or forced diurnal polar motion.

The differences between the forced motions of ~C and ~H (or ~Ω), are called Oppolzer terms (see

Fig. 1, Woolard 1953); they are responsible for corresponding (dynamical) variations of latitude in

the astronomically observed values (see Fig. 2, Fedorov 1963).

Referring to ~Ω or ~H separates the forced motion in the GCRS into two parts: the celestial part

(PN) and the terrestrial part (diurnal nutation), corresponding to Oppolzer terms in space.

1.2 IAU discussion/recommendations on the reference pole: 1964-1979

- The instantaneous pole of rotation (IRP) (of the axis of rotation) was the pole of reference

of the IAU 1964 nutation based on Woolard (1953) theory of nutation for a rigid Earth

(providing nutation for various axes). The corresponding forced diurnal polar motion of the

IRP was considered separately.
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________________________________________________________

Figure 1: Free motion and Oppolzer terms (with Delaunay variables ℓ, ℓ′, F,D,Ω) in ecliptic longi-

tude (δψ) and obliquity (δθ) for a rigid Earth: terms larger than 1 mas (Woolard 1953).

__________________________________________________________

_________________________________________________________

__

Figure 2: Fedorov’s expression (1963) for the variation of latitude for an elastic Earth, S being the

local sidereal time.

- Fedorov (1963), Jeffreys (1963) and Atkinson (1973) questioned the choice of the axis of

rotation and recommended to use instead the axis of figure (geophysical concept) or the axis

of angular momentum (kinematical concept).

- Atkinson (1975) showed that optical astrometric observations “do no ever involve the axis

of rotation but do give directly the instantaneous position on the celestial sphere of the pole

of figure”.

- Recommendation 4 to the IAU 1976 General Assembly (GA), associated with the adoption

of the IAU 1976 System of astronomical constants and of the new fundamental reference

system (FK5), was to refer the tabular nutation to the axis of figure in place of the axis of

rotation.

- The discussion on a new theory of nutation for a non-rigid Earth began at the IAU Symposium

78 “Nutation and the Earth’s rotation”, held in Kiev in 1977 and sponsored by Commission

19 (see Fedorov et al. 1977 and Yatskiv & Korsun 2008). It recommended that the theory

refers to the instantaneous axis of rotation of the mantle.

- Following a long and detailed discussion within the IAU Working Group (WG) on nutation

formed after Symposium 78, the final IAU 1979 recommendation was to refer the new nuta-

tion model to a pole called the Celestial Ephemeris Pole, which was defined as including the

forced diurnal polar motion into the celestial nutation (cf. Atkinson’s proposal).

1.3 The Celestial Ephemeris Pole (1980-2000)

- The IAU-1980 theory of nutation (Seidelmann et al. 1982), adopted the Celestial Ephemeris

Pole (CEP) to which the numerical values of the conventional model were referred.

- These numerical values have been computed so as to include the forced diurnal polar motion,

consequenty this latter has no more to be considered separately in PM.
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- A tentative conceptual definition of the CEP has been given as the “pole that has no nearly-

diurnal motion with respect to a space-fixed coordinate system or an Earth-fixed coordinate

system”, or “the center of the quasi-circular paths of the stars in the sky”.

- The following improvements have been progressively achieved in the PN and PM models as

well as in processing EOP observations: the semi-diurnal and diurnal prograde nutations,

which were considered to be negligible, have been considered in the nutation theory for a

rigid Earth at a microarsecond level (1997); models for the daily and subdaily tidal variations

in polar motion have been developed and included in the IERS models for polar motion; the

“celestial pole offsets” (i.e. estimated corrections to the IAU PN) are published on a regular

basis by the IERS since 1980; “intensive” EOP series are available since 1994.

- An improved definition of the CEP appeared to be necessary in order to be in agreement

with modern models and observations and to take into account the overlapping between the

GCRS and ITRS pole motions in the high frequency domain.

- Several options for an extended definition of the CEP were considered (1998-2000) by the

IAU WG T5 “Computational Consequences” of the IAU Working Group ICRS: see https://

syrte.obspm.fr/iau/iauWGT5.

- These proposals were discussed at the IAU Colloquia 178 (Cagliari, 1999) “Polar Motion:

Historical and Scientific Problems” (see Capitaine 2000) and 180 (Washington, 2000) “To-

wards Models and Constants for Sub Microsecond Astrometry” and during the JD2 Discussion

“Models and constants for sub-microarcsecond astrometry” (see Capitaine 2002) at the IAU

2000 GA in Manchester..

- A Resolution proposal on the CIP was submitted to the IAU 2000 GA.

1.4 The Celestial Intermediate Pole, IAU 2000

The Celestial Intermediate Pole (CIP) was adopted by IAU 2000 Resolution B1.7 together with

Resolution B1.6 adopting the IAU 2000 IAU precession-nutation. The relevant definitions were

specified by the IAU Div 1 WG “Nomenclature for Fundamental Astronomy”: NFA WG: 2003-

2006 (Capitaine et al. 2007); see the NFA Glossary at https://syrte.obspm.fr/iauWGnfa.

- The CIP is the geocentric equatorial pole defined by IAU 2000 Resolution B1.7 as being the

intermediate pole, in the transformation from the GCRS to the ITRS, separating nutation

from polar motion. It replaced the CEP on 1 January 2003.

- Its GCRS position results from (i) the part of precession-nutation with periods greater than

2 days, and (ii) the retrograde diurnal part of polar motion (including the free core nutation,

FCN) and (iii) the frame bias.

- Its ITRS position results from (i) the part of polar motion which is outside the retrograde

diurnal band in the ITRS and (ii) the motion in the ITRS corresponding to nutations with

periods less than 2 days.

- The motion of the CIP is realized by the IAU precession-nutation plus time-dependent cor-

rections provided by the IERS.

It is important to note that the CIP definition is not a conceptual definition, but that the CIP is

defined by a convention in the frequency domain. This new definition of the pole, extending the
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CEP definition to the high frequency domain in both the GCRS and ITRS, has been implemented

in the IERS Conventions 2003 (and then 2010) as well as in the astronomical almanacs.

2. THE DEFINITION OF UT1

2.1 IAU procedures to define UT1 (1964-2000)

- Universal time, UT1, was defined by an expression relating it to Greenwich mean sidereal

time, GMST, which was directly obtained from the apparent right ascensions of transiting

stars. The formula was based on Newcomb’s (1895) expression for the right ascension of

the “fictitious mean Sun”.

- The IAU procedure for deriving Apparent Greenwich sidereal time, GST, was (i) to use the

relationship between GMST and UT1, giving GMST at date t, (ii) to take into account the

interval of GMST from 0h UT1 to the hour of observation and (iii) to use the expression for

the difference between GST and GMST, called the equation of the equinoxes.

- IAU 1976 Rec 4 recommended that, in certain applications, it may be convenient to remove

the effects of the periodic variations by subtracting the equation of the equinoxes, while the

origin of apparent right ascension should continue to be the true equinox of date.

- A new expression relating UT1 and GMST developed by Aoki et al. (1982) was adopted in

order to be consistent with the IAU 1976 System of astronomical constants, the IAU 1976

precession, the IAU 1980 nutation and the FK5 equinox and to maintain the continuity of

UT1 both in value and rate at the epoch of the change.

2.2 Towards a new definition of UT1 (1997-2000)

- IAU 1997 Resolution B2 adopted, in replacement of the FK5, the International celestial

reference system (ICRS) and the international celestial reference frame (ICRF), which has

no global rotation and is no longer dependent on the Earth’s motion (as the FK5 was).

- There has been a significant improvement during the period 1980-2000 in both the precision

and the temporal resolution of ER measurements as well as in the theory.

- These required that the PN parameters and GST, which were defined in the FK5 System, be

replaced by more basic parameters referred to the ICRS and be based on clarified concepts.

- The important defect of the angle GST, which refers to the equinox of date, for representing

the Earth Rotation (ER), is that it mixes ER and PN, while the non-rotating origin (NRO)

proposed by Guinot (1979) in place of the equinox as the origin on the CIP equator, clearly

separates ER and PN.

- Such a proposal for a new equatorial origin extended a proposal from Atkinson & Sadler’s

(1951) for a new origin both for GST and right ascension (RA) obtained with subtracting

nutation, in order to simplify a number of routine calculations.

- The difference GST−GMST was provided, since the 1st January 1997, by the “complete

equation of the equinoxes”, i.e. the accumulated precession and nutation in right ascension

(Aoki & Kinoshita, 1983), which involved the NRO concept.

- The IERS Conventions 1996 considered the NRO as one possible option for the equatorial

origin in the ITRS-to-GCRS transformation.

70



- The proposals for the EOP in the ICRS, including the choice of a new origin on the celestial

equator in place of the equinox, have been under consideration by the IAU WG T5 (1998-

2000) and several possibilities have been compared.

- Proposals have been discussed at the IAU Colloquium 180 and then at the IAU JD2 at the

IAU 2000 GA (see Capitaine 2002).

- A Resolution proposal on the choice of the equatorial origin and its consequence on the

definition of the Earth’s angle of rotation and UT1 was submitted to the IAU 2000 GA.

2.3 The IAU 2000 Resolution on the Earth rotation angle and UT1

- New celestial and terrestrial origins have been adopted (IAU 2000 Resolution B1.8) and af-

terwards renamed (IAU 2006 Resolution B2) “Celestial and Terrestrial Intermediate Origins”

(CIO and TIO), defined as being the NRO (w.r.t. the GCRS and the ITRS, respectively) on

the equator of the Celestial Intermediate Pole (CIP).

- The Earth Rotation Angle (ERA) is the angle from the Celestial Intermediate Origin (CIO)

to the Terrestrial Intermediate Origin (TIO) on the CIP equator (see Capitaine et al. 2003).

- ERA is such that dERA/dt = ω3, i.e. the component of the instantaneous rotation vector

along the CIP axis.

- IAU 2000 Resolution B1.8 adopted the definition of the ERA and the corresponding new

definition of UT1.

2.4 The IAU 2000 definition of Universal Time (UT1)

- According to IAU 2000 B1.8 Resolution (see also the NFA Glossary), UT1 is the angle of the

Earth’s rotation about the CIP axis defined by its conventional linear relation to the ERA:

ERA(Tu) = 2π (0.779 057 273 264 0 + 1.002 737 811 911 354 48Tu), (1)

where Tu = (Julian UT1 date −2 451 545.0).

- The numerical coefficients in (1) ensured continuity in UT1 with the previous (1982) definition

both in value and rate at the epoch of the change (Capitaine et al. 2000).

- UT1 can be related to GST through the ERA: GST = ERA(UT1)− EO, EO being the

equation of the origins, i.e the distance between the CIO and the equinox along the CIP

equator.

- UT1 is determined by observations (currently from VLBI observations of the diurnal motions

of distant radio sources).

- UT1 can also be obtained from the uniform time scale UTC by using the quantity UT1−
UTC, which is provided by the IERS.

These new definitions of the ERA and UT1 and their relationships with other parameters, have

been implemented in the IERS Conventions 2003 (and then 2010) as well as in the astronomical

almanacs.
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Bernard Guinot, honorary astronomer of the Observatoire de Paris, died on March 6, 2017,

aged 91. He was Correspondent of the French Acadmie des sciences, Honorary Member of the

Bureau des longitudes and Member of the Academia Europaea. He has been a faithful and active

participant in the Journées in Paris since their beginning.

Being at first an officer in the shipping department, he became an astronomer at Paris Observa-

tory in 1952, where André Danjon, then Director, associated him with his research on the astrolabe,

named after him. B. Guinot was actively involved in the further development of this instrument

and of its scientific applications, especially for polar motion and Earth rotation determination. In

1958, he obtained his doctoral thesis on this subject.

In 1965, he became Director of the Bureau International de l’Heure (BIH), a position he held

until 1985 at Paris Observatory, in the Department of Fundamental Astronomy (now SYRTE).

In this context, he was one of the most active authors of the transition from the astronomical

measurement of time to its quantum measurement and one of the major players in the organization

of world time metrology. In parallel, he devised new algorithms for the calculation of Universal Time

UT1 and pole coordinates; he developed methods for the transition from optical measurements to

space geodesy techniques and created a rapid service for the needs of space research. In 1979, he

proposed the use of a new equatorial origin, the “non-rotating origin” (NRO), which was adopted

at the international level in 2000 for defining the Earth rotation angle (ERA) as a basis for the

modern definition of UT1.

In 1980, Bernard Guinot proposed, within the framework of a co-operation with the IGN, the

use of space geodesy observatories contributing to the measurement of the Earth’s rotation for

the maintenance of the global geodetic reference system. He is thus the instigator of the geodetic

reference system used worldwide, which gave birth to the current International Terrestrial Reference

System (ITRS), which plays a major role for geodesy, geodynamics, oceanography, climate and

relativity. The first realization of this system was in 1985, and later in 1988 with the creation of

the International Earth Rotation and Reference System Service (IERS).

In 1985, he joined the International Bureau of Weights and Measures (BIPM) as a principal

physicist. He officially transferred the BIH activity on TAI to the BIPM in 1988 at the creation
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of the IERS, which replaced the IPMS and the Earth rotation section of the BIH. In addition to

his activities on time scales, Bernard Guinot devoted himself to the problem of the relativistic

definitions of space-time references of which he assured the recognition by the IAU in 2000.

During his career, B. Guinot has been given many responsibilities in which his competence, rigor

and scientific authority have always been unanimously recognized.

At the national level, he was :

in charge of the Astrolabe Service and then the Service de l’Heure at Paris Observatory, director

of the Primary Time and Frequency Laboratory (LPTF), a member of the board of directors of

the Bureau national de métrologie (BNM), the Executive director of the Groupe de recherche de

géodésie spatiale (GRGS) and President of the Bureau des longitudes.

At the international level, he was President of :

IAU Commission 19 (Rotation of the Earth; 1961-1967), the Scientific Council of the International

Polar Motion Service (IPMS), the Federation of the Astronomical and Geophysical data analysis

Services (FAGS), the CIPM Consultative Committee for the Definition of the Second (CCDS) and

he was a Member of the International Committee of Weights and Measures (CIPM).

B. Guinot wrote a large number of authoritative publications on space and time references and

had an extraordinary clarity for presenting his ideas. He co-authored two reference books (see

below) and strongly emphasized the book “Les références de temps et d’espace”, edited by the

Bureau des longitudes (May 2017), which has been dedicated to his memory.

During his sixty years of scientific activity B. Guinot made outstanding contributions to space

and time metrology. His great scientific rigor and innovative concepts have allowed him to make

astronomy and time measurements best benefit from the gain of precision brought by space geodesy

and atomic clocks.

We have lost with him a very prominent personality, a great scientist and a very good friend.

He is sorely missed.
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Obituary

Barbara Ko laczek, age 86, passed away on 19 February 2017, after a serious illness. She was

one of the outstanding researchers of her generation in geodynamics, geodesy and astronomy, with

the wide international reputation in the international scientific community.

Barbara Ko laczek received the degree of Master of Science in physics, specialization of astron-

omy at the Jagiellonian University in Krakow. She started her professional carrier as a staff member

of the Chair of Geodetic Astronomy at the Warsaw University of Technology (WUT). Conducting

an advanced research Barbara Ko laczek substantially contributed to the development of astrometry

successfully affecting students and collaborators with her enthusiasm and dedication to research.

She was one of the major developers and organizers of the Astro-Geodetic Observatory of WUT in

Jozefoslaw, near Warsaw. Among other accomplishments, she was responsible for setting up and

running of the astronomic latitude observation program with the zenith telescope in Jozefoslaw in

the framework of the International Latitude Service. At the Warsaw University of Technology she

received her PhD, while the habilitation (degree of Doctor of Science) was given to her at her alma

mater the Jagiellonian University in Krakow.

An important step in her professional life was in 1977 when she joined the team of just getting

established Space Research Centre (SRC) of the Polish Academy of Sciences where within a number

of years she created a Polish school of research in the field of the Earth’s rotation. Her scientific

accomplishments were acknowledged. She was awarded a title of a professor by the President of

Poland and then a title of full professor. In SRC she was acting as a head of the Earth Rotation

Department, a long-standing member of the Scientific Council and a Deputy Director for scientific

affairs from 1990 to 1994.

Professor Barbara Ko laczek served many important functions in international scientific organi-

zations, in particular the International Association of Geodesy (IAG) and the International Astro-

nomical Union (IAU). In the period 1987-1991 she was a president of the Section II of IAG and

in the period 1991-94 a president of the Commission 19 of IAU. In 1991 she was honored with a

fellowship of the IAG.

She also actively participated in the work of numerous national organizations and scientific

societies. She was, among others, an active member of the Polish Astronomical Society (since

1953), and the Warsaw Society of Sciences (since 1983). She was a member of the Committee

on Geodesy of the Polish Academy of Sciences, and for almost two decades she was a chair of

the Section of Geodynamics in that Committee. After her retirement, she was elected an honorary

member of that Committee.

In 1974 Barbara Ko laczek organized the first colloquium devoted to the Fundamental References

Systems for Geodynamics in Torun, Poland, which was a milestone in communication of research

in this topic. In 1981 she organized the second IAU colloquium on Reference Systemes for Earth

Dynamics in Warsaw. She established close relations with French astronomical community, and

initiated long-term collaborations with other groups in the international community. Barbara was

very involved and associated with the organization of numerous Journees.
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On the initiative of Professor Barbara Ko laczek, the first Journees Conference outside Paris

was held in Warsaw in 1995. She was the organizer of the next meeting in Poland Journees 2005.

Professor Barbara Ko laczek supervised the scientific development of numerous young researchers.

Among them there are four doctors (PhD) and two doctors of science.

She was awarded the Knights of the Order of Polonia Restituta and the Medal of Merit for

Geodesy and Cartography.

She was the author of many recognized scientific publications.

Professor Barbara Ko laczek had carried on investigations of the following problems of the Earths

rotation::

• Seasonal, sub-seasonal, short-term periodic oscillations of the Earths rotation variations,

• Geophysical interpretation of the Earths rotation variations,

• Chandler wobble of polar motion,

• Methods of spectral analyses and filtration of short periodic oscillations in noisy stochastic

processes,

• Prediction of the Earths rotation variations,

• Optimisation of the Conventional Terrestrial Reference Frame.

Professor Barbara Ko laczek was recognized as a respected scientist, involved in international

scientific cooperation, always supporting interdisciplinary cooperation in research. She was an

unquestionable authority. She was also a wonderful, kind and generous person, respected and ex-

tremely popular among her collaborators, students and alumni. She will be missed very much by

many of her friends and collaborators. She will be remembered in the academic community as

unattainable model, outstanding scientist, honorable person and a true friend.

Figure 1: Professor Barbara Ko laczek
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Figure 2: Professor Barbara Ko laczek, Journees 2005, Warsaw

Figure 3: Journees 2005, Warsaw
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Figure 4: Some of the books co-authored or co-edited by Professor Barbara Ko laczek

Figure 5: 80th birthday of Professor Barbara Ko laczek
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ABSTRACT. The positions of the radio sources in the ICRF3 catalog, representing the newest

realization of the Celestial Reference Frame (CRF), are given as time invariant coordinate pairs.

Failing to acknowledge systematics within the source positions leads to a deterioration in the quality

of the frame, and thus in all derived variables, such as the Earth orientation parameters (EOP).

A proven approach to overcome these shortcomings is to extend the parameterization of source

positions using the multivariate adaptive regression splines (MARS). They allow a great deal of

automation, by combining recursive partitioning and spline fitting in an optimal way. Here we

present first results on the impact of the parameterization of the source positions on the EOP and

the estimation of the free core nutation.

1. INTRODUCTION

The Earth’s Free Core Nutation (FCN) is one of the free rotational modes of the Earth. It

describes the retrograde motion due to the misalignment between the rotation axes of the mantle

and the’ liquid core (Smith 1977, Wahr 1981). It has a retrograde period of about 430 days,

with an average amplitude of about 100 µas (Mathews 2002,Vondrak 2005, Lambert & Dehant

2007) relative to a space-fixed reference frame. A comprehensive description of the precession and

nutation theory detailing also the FCN can be found in Dehant and Mathews (2015).

However, until this day no models can predict this free motion, as its excitation mechanism

is not fully understood. Thus it is not included in the precession-nutation model IAU2000/2006

(Mathews et al. 2002, Capitaine et al. 2003) recommended by the IERS (International Earth

Rotation Service) Conventions (Petit and Luzum, 2010). However, the IERS Conventions propose

an empirical model based on the IERS EOP C04 series (that can be found at http://ivsopar.

obspm.fr/fcn/) that provides one reference value for yearly amplitudes.

Geodetic VLBI is the only space geodetic technique that is capable of accurately observing

the variation of the Earths rotation axis in space in terms of celestial pole offsets (CPO), and

thus the therein contained FCN signal. It is based on the observation of extra-galactic radio

sources, which realize the inertial International Celestial Reference System (ICRS). The accuracies

in positions of these radio sources depend on their individual intrinsic structural variations (Charlot,

2002), however in ICRF3 (Charlot et al, in prep.) the sources are considered as time-invariant and

point-like. Neglecting any deviation from this definition can lead to a deterioration of the nutation

estimates as shown for instance by Feissel-Vernier et al. (2005). Extending the parameterization of

the source coordinates as proposed in Karbon et al. (2016a,b) can mitigate such effects, mainly by

eliminating systematics in the sources defining the datum, and thus stabilizing the frame. Further,

the modeling of the systematics in the source positions, allows the introduction of sources into the

datum definition, which were until then classified as too unstable.

This work follows up on these results and gives a first impression on the impact of the param-

eterization of the source positions on the FCN signal.
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2. PARAMETERIZATION OF THE SOURCES

The MARS algorithm (Friedman, 1991) is a method for flexible regression modeling, and deliv-

ering continuous linear splines. As it can be fully automated, the large number of source coordinate

time-series to be parameterized does not pose a problem. The model consists of a weighted sum

of spline basis functions. The number of basis functions as well as the associated parameters (e.g.

degree and knot locations) are determined automatically be the data using recursive partitioning.

Here only an example of the results shall be given. For further information refer to the original

publication by Friedman and to Karbon et al. (2016a,b).

Figure 1: The estimates for former special handling source 4C39.25 with their error bars in gray

and the semi-annual mean values in black. The estimated MARS spline is given in magenta.

Figure 1 shows the estimates of the source positions of the ICRF2 special handling source

4C39.25 in gray, overlaid with the magenta spline determined by MARS. It is an exceptionally

well observed source, however, due to its instability it cannot contribute to the datum definition

of the reference frame. As one can see, the spline follows to great extent the semi-annual mean

values (black). Only where the estimates show larger uncertainties, the algorithm down-weights

the positions considerably, thus the segmentation of the spline remains unaffected.

For all sources which are observed in more than 10 sessions, we estimated such splines. These

splines are then introduced in the VLBI analysis software as corrections for the a-priori source

positions taken from the ICRF3 catalog. Hence, where the instability of some sources prevented

their inclusion in the datum definition, the extension of the coordinate model of these sources

makes this now possible.

3. DATA AND PROCESSING

For our study we used more than 4500 sessions within 1980 and 2018, with station networks

that encompass more than 1015m3 to ensure a stable geometry, and hence a reliable estimation of

the EOP. The geodetic data analysis is performed using the VLBI software package VieVS (Böhm

et al., 2018), and following the conventions of the IERS. The modeling settings are chosen with

respect to the routine single-session data analysis strategies of the International VLBI Service for

Geodesy and Astrometry (IVS, Nothnagel et al., 2015). For the stacking of the normal equations

we used our own stand-alone software.

As reference serves the solution (0) using the 303 ICRF3-defining sources for the datum def-

inition (i.e. sets of sources which enter the no-net-rotation condition), and without additional

parameterization for the sources. For the solutions applying the parameterization to the source

positions, we defined 3 different datums. A map of the distribution of the used datum sources is

shown on the left in Figure 2:

(I) all ICRF3 defining sources: 303,
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(II) all ICRF3 defining sources except the 32 least observed ones, plus the 32 most observed

special handling sources: 303,

(III) the 152 most observed sources in the northern and southern hemisphere, independent of

classification: 304.

As can be seen on the left in Figure 2 the distribution of the ICRF3 defining sources (gray)

improved significantly compared to ICRF2. However, the alternative datum definitions (magenta

and black) still show larger numbers in the far south. Yet, the number of defining sources per

sessions has not increased with ICRF3, especially the first decade of observations is still lacking.

The alternative datum definitions can increase these numbers dramatically by 100% for (II) and

almost 150% for (III). Over the entire time-span the increase w.r.t. ICRF3 is 30% and 50%,

respectively.

Figure 2: left: Datum definitions: ICRF3 in gray (I), (II) in magenta and (III) in black. right:

number of datum sources per session.

4. QUICK-LOOK: CELESTIAL POLE OFFSETS

Using each datum definition, four sets of normal equations were generated, which were then

stacked to generate four homogeneous time series of the CPO. Although the ICRF3 defining

sources are much better distributed than they were in ICRF2, the increased number of them within

the alternative datum definition has still a significant positive impact on the CPO. Figure 3 shows

on the left exemplarily the estimates for dX and dY for the reference solution (0) in gray and

solution (II) in magenta, to the a-priori the values given by IERS 14 C04. On the right we show

the difference. (II) reduces the weighted RMS about 30%, and about 10% when neglecting the

early data until 1995; same for solution (III).

Figure 3: Difference between the CPO residuals using (0) and (II).
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5. EMPIRICAL MODEL OF FCN

Using the processing scheme presented in Chap. 3, we determined CPO time-series omitting

the IERS-FCN model. Then we used the model described in Eq. 1 to generate our empirical FCN

models.

XFCN = AC cos(σFCN · t)− AS sin(σFCN · t),
YFCN = AS cos(σFCN · t) + AC sin(σFCN · t) .

(1)

Based on the work of Belda et al, (2017) we chose as a-priori period 430 days and an averaging

window of 400 days. The left plot in Figure 4 shows the various input time-series with the clear

FCN-signature, and exemplarily one of the estimated FCN models. The right plot shows the

residuals of the individual time series w.r.t. the respective model: (0) in grey, (I) in purple, (II) in

magenta and (III) in black. In green we show the solution including the IERS FCN-model a-priori in

the analysis. Although slight differences exist, none of the models outperforms any of the others.

Looking at the statistics of the residuals, the solutions applying the source parameterization show

slightly smaller values for the weighted RMS, whereas the IERS-model gives the smallest standard

deviations.

Figure 4: left: CPO time-series omitting FCN modeling and one model in white. right: Residuals

w.r.t. models. Color code: (0) in gray, (I) in violet, (II) in magenta and (III) in black. The green

solution applies the Lambert model a-priori.

We further compared our models with other established ones, i.e. the models by Lambert &

Dehant (2007), Malkin (2013) and Belda et al. (2016). For this we restricted the time-span to

01.01.1990-31.12.2015 were all three models are available.

The left plot in Figure 5 shows the amplitudes and phases of the individual models. The

smoothest curve is given by the Lambert-model (solid light-orange line) which uses the smallest

number of constituents. The Malkin- (dashed light orange) and Belda-model (dashed dark orange)

show more variability and better agreement with our models given in gray, violet, magenta and

black (0-I-II-III). All our models are very close together in both amplitude and phase, (II) and

(III) are practically identical. Only in the 90s the models diverge. These are the years where the

parameterization and alternative datum definitions show the largest impact.

The right plot in Figure 5 shows the residual CPO w.r.t. the models. Besides a clear yearly

signal remaining in all time-series, no clear differences in performance can be made out. Also

looking at the statistics of these residuals shows again no clear differences. Our models perform

overall better, however that is mostly due to the higher variability of the models. Again (II) and

(III) show the smallest wRMS, whereas (0) gives the the smallest standard deviation.
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Figure 5: left: Amplitudes and phases of the FCN models. right: Residuals w.r.t. models. Color

code: light upward triangle: Lambert, light downward triangle: Malkin, orange star: Belda, (I):

violet, (II): magenta, (III): black.

6. CONCLUSIONS

The parameterization of source coordinates reduces the wRMS of CPO by 10-30%, also in

view of the improved geometrical distribution of the ICRF3 defining sources. Our estimated FCN

empirical models agree with established ones, however comparisons prove to be difficult, as no

VLBI-independent solutions available. Further investigations need to be carried out.
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ABSTRACT. In this paper, we analyse the mutual interrelation between earthquake activity and

Earth rotation. The influence of earthquakes on the Earth rotation has been the subject of several

studies before (Varga et al., 2005; Bizouard, 2005; Gross et al., 2006; Xu et al., 2014). Based

on our investigations we concluded that the relationship between these two phenomena could be

detected in the reverse direction too: changes in the speed of Earth’s rotation (that is, changes in

the Length-of-Day (LOD)) may affect earthquake activity.

1. INTRODUCTION

The study of short periodic variations of Earth Rotation Parameters (ERP) became possible

using atomic clocks in the 1950s (Essen and Parry, 1955), with the appearance of Very Long

Baseline Interferometry and methods of space geodesy (Satellite and Lunar Laser Ranging and

Global Positioning System) (Eubanks et al., 1988; Dickey et al., 1994; Gross 1993; Hide and

Dickey, 1991). Precise Length-of-Day (LOD) and Polar Motion (PM) measurements have shown

variations down to days and even subdaily frequencies. The formal error of PM data are less than

50 microseconds of arc (µas) and 10 microseconds (µs) in case of LOD. This development made it

possible to examine the relationship between ERP variations and hydro-meteorological/geodynamic

processes. Our present research is focused on the relationship between earthquake activity and ERP.

In this respect, the momentum magnitudes (Mw) introduced by Hanks and Kanamori (1979) in

earthquake research is of great importance, as it allows a reliable determination of the magnitude

of major (≥ 8) seismic events. It is evident that the temporal distribution of earthquakes and

the release of seismic energy are primarily determined by tectonic conditions. Despite the fact

that the annual rate of earthquake energy (9.5 × 1018 J/a) is slightly lower than that of Earth’s

rotation (1.6 × 1019 J/a) (Varga, 2006), it is important to examine the possible relationship

between earthquakes and ERP. On one hand, it helps to better understand the processes that

trigger earthquakes. On the other hand, it is an interesting problem how the greatest earthquakes

can affect the Earth’s rotation.

2. DATA DESCRIPTION

For the earthquake parameters, the version 6.0 of the ISC-GEM Global Instrumental Earthquake

Catalogue provided by the International Seismological Centre was chosen (Storchak et al., 2013;

2015; Di Giacomo et al., 2018). This catalogue contains Mw values that were re-computed such

a way that the resulting catalogue is consistent for the whole period starting from 1904 until the

end of 2015 (Di Giacomo et al., 2015). It is important for this work because the released seismic

energy can only be accurately determined from Mw, especially for high (Mw ≥ 8) values, where
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Mw does not saturate (Kanamori, 2004).

Furthermore, in order to obtain the 1D (radial) physical parameters of the Earth, the Preliminary

Reference Earth Model (PREM) was used (Dziewonski and Anderson, 1981). The subduction zone

lengths determined for 15◦ wide latitude zones were calculated for us by Dr. Friedhelm Krumm

(University of Stuttgart, Institute of Geodesy). The ERP data were taken from the products of the

International Earth Rotation and Reference Systems Service (IERS). The C04 time series was used

as observations time series, and Bulletin A was used for the Earth rotation predictions (Bizouard

et al., 2019).

3. BASIC INFORMATION ON EARTH’S SEISMICITY

The radiated energy by an earthquake can be calculated using the Gutenberg and Richter

relation (Hanks and Kanamori, 1979; Kanamori, 2004):

logER = 4.8 + 1.5MW . (1)

The annual seismic energy varies significantly in time, as only a few earthquakes occur with very

high moment magnitude (and thus, energy). This phenomenon can be seen on Figure 1, where

the seismic events that cause the largest peaks (with energies above 1018 J) are identified.

Figure 1: The released seismic energy from 1904 until the end of 2015, calculated from the

Mw values of the ISC-GEM Catalogue. Events that cause the peaks of energy above 1018 J are

identified.

4. THE EFFECT OF EARTH ROTATION ON GLOBAL SEISMICITY

The seismic energy distribution with respect to latitude was calculated from all events contained

in the ISC-GEM Catalogue from 1904 until the end of 2015 (35 712 events). We aimed to

determine the so-called ’effectiveness’ of each latitude zone by dividing the radiated seismic energy

with the subduction zone length. The result of this calculation is presented in Figure 2, which also

contains the ’effectiveness’ of the earthquakes in line with the depth zones.

The overall ’effectiveness’ of the Earth’s seismicity is determined by the shallow focus earth-

quakes, due to the fact that they produce most of the radiated elastic energy. The ’effectiveness’

in this brittle outer part of the Earth (focal depth ≤ 70 km) has two sharp maxima at mid-latitudes

which shows that the radiated energy is likely to be influenced by the stress built up by the despin-

ning of Earth rotation. This means that the seismic activity of our planet in addition to the tectonic

processes is affected by an external component too, through variations of the hydrostatic figure

of the Earth. Comparison of the ’effectiveness’ in different depth zones show the same tendencies

(two large peaks) around mid-latitudes. As we look in deeper zones, the peaks of ’effectiveness’

tend to move towards the equator. This difference of ’effectiveness’ suggests that shallow and

deep earthquakes have different tectonic origin. Another feature that can be observed is that the

point of symmetry of the peaks is not precisely at the equator, but around φ = 15◦N. The cause

of this asymmetry is still unknown. The presence of the two large peaks on Figure 2 are the result

86



of the constant change in the geometrical flattening of the Earth due to the secular despinning.

Based on Melosh (1977), Amalvict and Legros (1996), Denis and Varga (1990) have derived the

stress tensor components that would be caused by this variation. Denis and Varga (1990) have

shown how changes in geometrical flattening cause variations in the stress tensor components.

They found that at the so-called critical latitude (φ = ±48.2◦) the stress derivatives have their

maxima, thus generating the greatest stress along the latitude.

Earth experiences a constant loss of rotational speed because of tidal friction. Due to this, the

secular despinning of the Earth amounts to ∆LOD = (2.31 ± 0.1) ms/century (Stacey, 1992).

Changes in the rotational speed result in flattening variations. The results shown in Figure 2

hint that the two processes are related to each other through seismicity: tidal friction influences

the seismic energy release at mid-latitudes significantly - variations of the rotational speed (the

constant despinning of the Earth) highly affect the global seismicity.

Figure 2: The latitudinal distribution of the subduction zone lengths (a), the ’effectiveness’ of

the shallow (0 - 70 km) (b), intermediate (70 - 300 km) (c) and the deep focus (300 - 700 km)

earthquakes (d). The cumulative ’effectiveness’ of seismic energy w.r.t. latitude (e).

5. IMPACT OF LARGE EARTHQUAKES ON THE ROTATION OF EARTH

5.1 Applied formulation

There have been two main approaches to calculate the co-seismic effect on Earth rotation:

dislocation theory and normal mode method. Both are based on the fact that mass re-distributions

caused by earthquakes cause changes in the Earth’s inertia tensor, which affects the vector of rota-

tion of the Earth (both its speed and direction) in the light of the angular momentum conservation.

In this paper, the calculation of the co-seismic changes in Earth rotation was performed based on

the formulation presented by Xu et al. (2014). One should note that the PM excitation is about

300 times more efficient than the excitation of ∆LOD (Xu et al., 2014). Using this method, one

can determine the co-seismic ∆LOD and ∆PM from the parameters of an earthquake: source

parameters (strike, dip, slip), Mw and location (geographical latitude, longitude and focal depth).

The paper by Xu et al. (2013) contains a detailed description how these parameters can change

the results.

5.2 Result of the modelled co-seismic changes in Earth Rotation

With the procedure described in the previous section, using the earthquake parameters from

the ISC-GEM Catalogue, the co-seismic changes in ∆LOD and ∆PM (displacement of the figure

axis) were calculated from 2000 until the end of 2015 (Figure 3). This period was chosen because

of the availability of the Earth rotation predictions provided by IERS Bulletin A. From Figure 3

one can see that the co-seismic changes both in ∆LOD and ∆PM are highly correlated with the
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released seismic energy of an earthquake. It is evident, that only a few large earthquakes can

produce observable effects in PM, and co-seismic ∆LOD cannot be detected at the current level of

data precision. Figure 3d illustrates more clearly the generated PM in 2D for case of four seismic

events (Sumatra 2004 M=9.3, Chile 2010 M=8.9, Tohoku-Oki 2011 M=9.1, and Sumatra 2012

M=8.6). Details and exact co-seismic values of these four events are presented in Table 1.

Figure 3: Coseismic changes in ERP (a-b, d) and released seismic energy (c) of Mw≥ 7 earthquakes

(235 events).

2004. 12. 26.

Sumatra

2010. 02. 27.

Chile

2011. 03. 11.

Tohoku-Oki

2012. 04. 11.

Sumatra

Mw [ISC] 9.3 8.9 9.1 8.6

Depth [ISC] 30 km 20 km 25 km 20 km

∆LOD [µs] -8.473 -1.916 -2.217 1.469

∆PMx [mas] -4.675 0.720 5.217 2.009

∆PMy [mas] 1.880 3.346 1.810 -0.173

Table 1: Parameters and co-seismic changes of the largest co-seismic effects (2000-2016).

5.3 First results in the detection of co-seismic ERP changes

Using the modelled values of the co-seismic Earth rotation changes, our aim was to prove

that this signal is present in the Earth rotation observations. However, this is a complicated task.

Earth rotation is measured continuously and its variations are uniformly sampled. In contrast,

earthquakes occur in a stochastic way, which means that special tools have to be applied when

trying to determine their temporal characteristics. The second reason is that the signal to be

proven has a magnitude in the vicinity of the current precision of ERP measurements. Lastly, the

co-seismic signal is orders of magnitude smaller than the observed one. This means that one should

remove each modelled signal from the observations, but doing this more errors are added to the

resulting residual, and that is unfortunate given the fact that the co-seismic signal is already near

the precision of the measurements.

In order to bypass the above mentioned difficulties, our first approach was to look into the

prediction errors of Earth rotation. Because of the their hazardous occurrence the earthquakes

cannot be accounted anyhow in ERP prediction. In this respect, the co-seismic excitation could

impact the prediction error of ERP at the prediction dates when an powerful Earthquake occurs.

The prediction error is estimated by removing from the ERP predictions (IERS Bulletin A) the
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corresponding observed values (IERS C04). Since Bulletin A is published every 7 days and each

release contains 365 days of prediction, we always used the most recent predicted values in our

analysis. The result of these calculations for 10 weeks before and after the four events listed in

Table 1 is presented in Figure 4, where the vertical axis shows the days into the prediction and the

horizontal axis the week of the prediction (with a total of 20 weeks centered around the seismic

event).

There is a promising signal in the PMx component at the 2004 Sumatra event as high as

the expected (modelled) co-seismic ∆PMx value. However, if we look further, there are no such

promising results, in some cases, the large prediction errors are present a few weeks after or even

before the earthquake. This suggests that this method is either unable to prove the existence of

the co-seismic signal or that our hypothesis was somewhere wrong, in the worst case, that the

model was wrong.

Figure 4: The prediction errors 10 weeks before and after the events listed in Table 1.

6. DISCUSSION AND CONCLUSIONS

In this paper, the interrelation of Earth rotation and seismicity is studied.

The seismic ’effectiveness’ in line with the latitude shows two significant peaks at mid-latitudes.

This is likely to be a result of the despinning of the Earth due to tidal friction. It was also seen

that different depth zones show similar patterns but as we look into deeper zones, the energy peaks

move towards the equator. This suggests that they have different tectonic origin. Also, the peaks

present a symmetry with respect to φ = 15◦N, of which the reason is still unknown.

In the second part of this paper, we studied how individual earthquakes can affect Earth rotation.

We have modelled co-seismic changes in the ERP and we presented the result of a preliminary

approach in order to prove that the modelled signal is present in the observations. To this aim

we have calculated the prediction errors and so far our results do not confirm the expectations.

Further studies will be performed in order to draw a more sound conclusion in this topic.
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1 Université de Strasbourg, CNRS, EOST, IPGS UMR 7516,

Strasbourg, France - severine.rosat@unistra.fr
2 Univ. Grenoble Alpes, Univ. Savoie Mont Blanc, CNRS, IRD, IFSTTAR,

ISTerre, 38000 Grenoble, France

ABSTRACT. Signals of period around 6 years were recently observed in GNSS observations,

and tentatively attributed to the dynamics of the fluid core. Fluid core motions may indeed induce

changes in the fluid pressure acting at the core boundaries, and thus in the Earth’s surface topogra-

phy when considering an elastic mantle. However, we find unlikely the possibility for an interannual

deformation of some mm at the Earth’s surface due to core flows. We perform a spectral as well

as a spherical harmonic analysis of more than 18 years of GNSS observations and confirm the

existence of the 6-year signal previously detected. We also find a significant amplitude of hydro-

logical loading effects at such periods. These should be considered when interpreting interannual

deformations.

1. INTRODUCTION

Accessing the Earth’s deep interior from surface observations is challenging. Constraining fluid

flows acting in the Earth’s core is possible using geomagnetic data (in particular through the rate

of change of the core field). However, core flow models obtained this way suffer of non-unicity and

are limited to large length-scales (e.g. Holme, 2015) and periods longer than a couple of years, due

to ambiguities between core and external magnetic fields towards higher frequencies (see Gillet et

al. 2015). Fluid core motions possibly induce global elastic deformations through changes in the

non-hydrostatic pressure acting on the core-mantle boundary (CMB) (see Dumberry 2010).

Flows near the core boundaries may result in torques acting on the mantle and inner-core (e.g.

Roberts & Aurnou, 2012). If we apply a torque at the CMB, the angular momentum conservation

between the fluid core and the mantle will result in perturbations of the Earth’s rotation (Jault et

al., 1988; Jault & Finlay, 2015). Decadal variations in the length-of-day (LOD) have been observed

and attributed to the core fluid motions (e.g. Gillet et al., 2019). On interannual time-scales, a

6-year periodic oscillation in LOD has been isolated (Abarca del Rio et al., 2000; Chao et al., 2014),

which is not attributed to external fluid envelopes (Gross et al., 2004). This interannual signal was

later on confirmed by Holme & De Viron (2013), who proposed a correlation with geomagnetic

jerks.

Fluctuations of period about 6 yr were also detected in GNSS data (GPS data only), and related

to magnetic field changes by Ding & Chao (2018), who postulate that a non-zonal (degree-2 and

order-2) pressure wave travels within the core. A potential link between this 6-year GPS signal and

axisymmetric core flows was proposed by Watkins et al. (2018). A possible interpretation involves

the libration of the solid inner core under its gravitational coupling with the mantle (Mound &

Buffett, 2003, 2006; Davies et al., 2014). Axi-symmetric motions at the core surface, imaged from

independent magnetic observations, explain the above subdecadal LOD oscillations if interpreted

as the signature of geostrophic (i.e. axially invariant) motions, as are torsional Alfven waves (Gillet

et al., 2010, 2015). Their excitation mechanism remains an open issue. Aubert & Finlay (2019),
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analysing high resolution geodynamo simulations, put forward the possibility of jerks triggerred by

localized (non axisymmetric) quasi-geostrophic Alfvén waves, also associated with Lorentz torques

and thus to inflections into LOD series.

In this paper we recall the equations relating surface deformation and pressure changes at

the CMB. We then present our analysis of GNSS data in the search for subdecadal oscillation,

confronted with surface hydrological mass processes. Finally, we discuss our results.

2. CORE FLOW AND SURFACE DEFORMATION

Core flow velocities at the CMB can be reconstructed from geomagnetic observations. How-

ever, to access the non-hydrostatic pressure field p acting at the CMB, we need to know the

forces at stake. This can be done under some hypothesis, like the tangentially geostrophic approx-

imation (Gire & Le Mouël, 1990). Under this assumption, any horizontal gradient in pressure is

compensated by the horizontal component of the Coriolis force

2ρc

(
~Ω ∧ ~U

)
H

= −~∇Hp , (1)

with ρc the outer core density, ~Ω the Earth’s rotation vector, ~U the fluid core velocity in the

rotating frame, and where ~∇H stands for the horizontal gradient. The pressure at the CMB can

be decomposed by means of spherical harmonics of degree n and order m as

p(θ, φ) =

∞∑

n=0

n∑

m=0

pnmY
m
n (θ, φ) ,

where we have introduced the spherical harmonic functions Y mn at colatitude θ and longitude φ.

Using the Love number formalism (Love, 1909), the radial displacement at the Earth’s surface

induced by a pressure field acting at the CMB is given by

ur (θ, φ) =

∞∑

n=2

n∑

m=0

hn
pnm
ρg0

Y mn (θ, φ), (2)

where ρ is the averaged density of the Earth, g0 is the mean surface gravity value. hn is the

degree-n Love number. We refer e.g. to Crossley (1975) for the elasto-gravitational equations

permitting to compute these Love numbers in the case of an isotropic Earth. We adopt below

the value h2 = 0.2302 (Dumberry & Bloxham, 2004). Fang et al. (1996) and Greff-Lefftz et al.

(2004), using the constraint from (1), estimated to a couple of mm the decadal changes in the

Earth’s surface topography, induced by the fluid pressure at the top of the core (some 100 Pa).

For the degree-2 zonal components, Dumberry & Bloxham (2004) have introduced a correction

(perturbation of the mantle and inner core rotation rates by the zonal flow, due to centrifugal

effects) that reduces by a factor ≈ 2 the amplitude of the surface deformation. This leads to

decadal changes in the zonal harmonic coefficient of the radial displacement of the order of only

a fraction of mm. Given the red temporal spectrum of core motions (longer periods display larger

fluctutations, see Gillet et al., 2015), we then expect significantly less deformation on interannual

time-scales due to dynamical fluid pressure at the CMB.

3. GNSS DISPLACEMENT OBSERVATIONS AND ANALYSIS

Ding & Chao (2018) have used GPS data from the JPL website release1. Among all these

datasets, they have selected 38 records of timespan longer than 18 years (between 1995/01/01 and

1https://sideshow.jpl.nasa.gov/post/series.html.
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Figure 1: Map of the selected 83 GPS stations with time duration 19.8 years (Network 1, black

triangles), and of the 38 GPS stations used by Ding & Chao (2018) (Network 2, yellow circles).

2015/04/02) for the vertical component. The JPL-released solutions are already corrected for the

solid and ocean tidal signals. They further removed spikes and prominent steps in the timeseries as

well as pole tide effect. However, they have not corrected for hydrological loading effects. Using the

Optimal Sequence Estimation (OSE), which is an array-processing method based on the spherical

harmonic decomposition in complex form (see Ding & Shen, 2013), they have extracted a degree-2

order-2 periodic oscillation at a period of 5.9 year. They obtained a vertical surface displacement

of 1.7±0.7 mm. Ding & Chao (2018) mention instead 4.3±1.7 mm, but this was once normalized

by the Y 22 value at (θ, φ) = (90◦, 0◦) (Greenwhich equator), so the actual amplitude at the surface

is obtained by multiplying by 0.386 (Ben Chao, personal communication).

Watkins et al. (2018) also used JPL residual time-series spanning 2002-2014 (12 years). They

considered 523 stacked GPS radial time series and found a ∼6-year deformation signal that they

compared with hydrological loading data from the GFZ (Dill & Dobslaw, 2013). They claim that

the surface loading does not account for the ∼6-year deformation signal. However, in the amplitude

spectra of their Figure 1, a strong spectral peak exists at sub-decadal time scales in loading data.

In the following we analyze ∼20 years of GPS vertical displacement time series and hydrological

loading data in the search for such ∼6-year deformation signal.

3.1 Stacked GPS vertical time-series
From the JPL solutions reprocessed for the 2018 International GNSS Service campaign (IGS

Repro2018a), we select stations with duration longer than 18 years (that is about three periods

of 6 yr). We finally keep 83 time-records of duration 19.8 years with a homogeneous geographical

distribution (‘Network 1’). We also consider for a ‘Network 2’ the same 38 stations as in Ding &

Chao (2018), with time duration of 21 years. The two networks are shown in Figure 1.

We perform two kinds of stacking on these residual time-series: a sum of the Fourier transform

amplitude spectra and an Optimal Sequence Estimation (OSE) as in Ding & Chao (2018) for ex-

tracting degree-2 spherical harmonic components. The resulting amplitude spectra are respectively

plotted in Figure 2 for the stacked FFTs, Figure 3 for OSE applied on Network 1 and Network 2.

3.2 Hydrological loading effect

We compare GPS vertical displacements to deformation models due to continental hydrology

loading estimated at each individual station of the two networks (Figure 1) provided by the EOST

loading service2; more details regarding the loading computation can be found in Petrov & Boy

(2004) and Gegout et al. (2010). Loading estimates (in millimeters) are provided in the Center-

2http://loading.u-strasbg.fr/.
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Figure 2: Stacked amplitude spectra of 83 (solid lines) and 38 (dashed lines) vertical GPS displace-

ments of ∼20-year duration from JPL residuals. Hydrological loading for MERRA2 and GLDAS

models from EOST loading service are also shown in blue.
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Figure 3: Optimal Sequence Estimation on (a) 83 vertical displacements of ∼20-year duration

(Network 1) and (b) 38 vertical displacements of∼20-year duration (Network 2) from JPL residuals.

The Y mn denote the degree-n order-m components retrieved from the OSE.

of-Figure reference frame. We have tested two different hydrological models: soil moisture, snow

and canopy water from GLDAS/Noah v1.0 model (Rodell et al., 2004, 3 hours, 0.25 degree) ; soil

moisture and snow from MERRA2 (Modern Era-Retrospective Analysis) reanalysis (Gelaro et al.,

2017, 1 hour, 0.50x0.625 degree). In both cases, permanent ice-covered regions have been masked

out.

Resulting stacked FFT spectra are plotted on Figure 2, showing 3-year and 6-year spectral

peaks for both hydrological models (larger for GLDAS than for MERRA2). We have also applied

the OSE on the hydrological loading predictions. Results for the stations of Network 2 are shown

in Figure 4. We recover a broad peak around 6 years on the components of degree-2 and order-2.

4. DISCUSSION AND CONCLUSION
Both FFT stacking method and OSE show a spectral peak around ∼6 years with an amplitude

less than 1.5 mm on GPS time-series spanning ∼20 years of continuous measurements. Radial

deformation due to hydrological loading also exhibits a spectral peak around ∼6 years with an am-
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Figure 4: OSE on ∼20 years of hydrological loading predictions for (a) MERRA2 and (b) GLDAS

model at stations of Network 2. The Y mn denote the degree-n order-m components retrieved from

the OSE.

plitude larger than (for GLDAS) or equal to (for MERRA2) the GPS-derived vertical displacement.

When comparing the OSE method on two station networks (Figure 3), the retrieved degree-2

spherical harmonic components are however clearly different. A bias due to the network geometry

is inherent to any spherical harmonic method and was noticed for example in the application of

OSE with noisy data by Majstorovíc et al. (2018). As known in signal processing, spectral aliasing

of higher spherical degrees on the retrieved degree-2 components is another difficulty, particularly

when the distribution of stations is sparse. Indeed, Network 2 (Figure 1) exhibits a non-uniform

geometrical pattern for which spherical harmonic functions cannot be orthogonal.

Previous estimates using zonal pressure flows (Dumberry & Bloxham, 2004) show that the ex-

pected radial deformation at the Earth’s surface will hardly reach the millimeter level on sub-decadal

periods. If accounting for non-axisymmetric motions may help reach larger surface deformation,

we may still miss one order of magnitude. Alternatively, hydrological decadal fluctuations are large

and have already proven to be responsible for polar motion (Adhikari & Lvins, 2016). Hydrological

models exhibit a strong degree-2 and order-2 component at ∼6 years (Figure 4) that may partially

explain the interannual observed signal in GPS observations. Note that alternative mechanisms,

like crystallization and dissolution processes at the CMB (Mandea et al., 2015), might also result

in interannual deformation signals of similar pattern.

As a conclusion, if a signal from the outer core cannot be entirely discarded, our preliminary

analysis render more probable a hydrological source to interannual surface deformation of degree-

2. Further analyses using longer GNSS time-series corrected from hydrological loading will be

required. However, sources of errors in vertical GPS solutions are numerous (Teferle et al., 2008)

and separating the several geophysical contributions still remains a challenge.
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Mandea, M., Narteau, C., Panet, I., & Le Mouël, J.-L., 2015, ”Gravimetric and magnetic anomalies

produced by dissolution-crystallization at the core-mantle boundary”, J. Geophys. Res. (Solid

Earth) 120(9), pp. 5983–6000.

Mound, J. E. & Buffett, B. A., 2003, ”Interannual oscillations in length of day: implications for

the structure of the mantle and core”, J. Geophys. Res. 108(B7), p. 2334.

Mound, J. E. & Bu ffett, B. A., 2006, ”Detection of a gravitational oscillation in length-of-day”,

Earth Planet. Sci. Lett. 243, pp. 383–389.

Petrov, L. & Boy, J., 2004, ”Study of the atmospheric pressure loading signal in VLBI observa-

tions”, J. Geophys. Res. 109(B03405).

Roberts, P. H. & Aurnou, J. M., 2012, ”On the theory of core-mantle coupling”, Geophys. Astro-

phys. Fluid Dyn. 106(2), pp. 157–230.

Rodell, M., Houser, P., Jambor, U., Gottschalck, J., Mitchell, K., Meng, C.-J., Arsenault, K.,

Cosgrove, B., Radakovich, J., Bosilovich, M., et al., 2004. ”The global land data assimilation

system”, Bulletin of the American Meteorological Society 85(3), pp. 381–394.

Teferle, F. N., Williams, S. D., Kierulf, H. P., Bingley, R. M., & Plag, H.-P., 2008. ”A continuous

GPS coordinate time series analysis strategy for high-accuracy vertical land movements”, Physics

and Chemistry of the Earth, Parts A/B/C , 33(3), pp. 205–216.

Watkins, A., Fu, Y., & Gross, R., 2018. ”Earth’s subdecadal angular momentum balance from

deformation and rotation data”, Scientific reports 8(1), 13761.

97



98



IERS RAPID SERVICE / PREDICTION CENTER PRODUCTS AND
SERVICES: IMPROVEMENTS, CHANGES, AND CHALLENGES, 2017
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ABSTRACT. The International Earth Rotation and Reference Systems Service (IERS) Rapid

Service/Prediction Centre (RS/PC) has continued to make improvements to its products through-

out the time period from 2017 to 2019. Several noteworthy improvements are as follows: a) the

method of computing Celestial Pole Offsets (CPO) was updated; b) the Navy Global Environment

Model (NAVGEM) atmospheric angular momentum (AAM) input was updated from version 1.4

to 1.4.3eop; c) a new version of the Earth Orientation (EO) matrix calculator using the IERS

Conventions 2010 (v1.2.0) was made available; and d) updated VLBI 24-hour and intensive series

solutions were incorporated.

In order to improve accuracy and increase robustness of the EO parameter (EOP) results,

development work for future enhancements is being performed in the following areas: a) investi-

gating the use of a new combination of Very Long Baseline Array (VLBA) and Very Long Baseline

Interferometry (VLBI) intensives, named the w-series using a combination of Mauna Kea (Mk),

Wettzell (Wz), and Wettzell-North (Wn) radio telescopes; b) improving polar motion and possi-

bly UT1-UTC accuracy and robustness through the use of AAM and oceanic angular momentum

(OAM) inputs; c) investigating the use of improved optimal estimation techniques to improve the

accuracy and robustness of the EOP combination results; and d) investigating improving EOP

prediction techniques.

A few anomalous EOP results that were reported, but not fully explained in the IERS RS/PC

contribution to the IERS Annual Report 2018 (Stamatakos et. al, 2020), are further discussed.

These are the larger than expected residuals in the Nxdaily/off-hours EOP solutions and the USNO

versus IGS polar motion products reported in the weekly statistics (contained in the gpspol.asc file).

Between the time of the Journees 2019 conference1 and the writing of this document, the U.S.

Naval Observatory’s IERS RS/PC web and FTP sites (maia.usno.navy.mil and toshi.nofs.navy)

were ordered to be taken offline to undergo modernization, starting on 24 October 2019. The

expected completion of work and return to service are estimated to be no earlier than June, 2020.

The implications of this change are that a) the EO matrix calculator will not be available until

the return-to-service work is completed and b) the RS/PC EOP results and the IERS Conventions

will also be unavailable at https://maia.usno.navy.mil and https://toshi.nofs.navy.mil.

However, both EOPs and Conventions are hosted at other servers – as discussed later in this report.

1. OVERVIEW OF RS/PC SOLUTION.

The operational, daily EOP combination and prediction (CP) solution (which includes fi-

nals.daily) is produced at approximately 17:00 UTC each day; the weekly version (Bulletin A) is

produced on Thursdays just after 17:30 UTC. Both provide EOP values that include polar motion,

UT1-UTC, and CPOs used to relate the terrestrial to celestial reference systems. Observations

from VLBI, the Global Positioning System (GPS), Satellite Laser Ranging (SLR), and AAM are

used to generate these solutions. Further details about inputs, processes, numbers of users, and

1Journées 2019, ”Astronomy, Earth Rotation, and Reference Systems in the Gaia Era,” Paris, France, 7-9 October

2019.
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results are provided in Stamatakos et al., (2011) and in Section 3.5.2 of the IERS Annual Report

2018 (Stamatakos et al., 2020).

In addition to the operational, daily EOP CP solution, there are three additional EOP solutions

(referred to as the Nxdaily solutions) that have been produced each day since 16 December 2011.

The automated processes that generate the Nxdaily solutions begin at 03:10, 09:10, and 21:10

UTC and should be completed within 20 minutes after the initial start time. The only solution that

is currently actively monitored by EOP RS/PC personnel is the operational, daily EOP solution that

begins processing at 17:00 UTC. A discussion of the advantages, increased accuracy of results,

and additional observations available at the 03:10, 09:10, and 21:10 EOP solution update times

is provided in the Prediction Techniques and Results subsection within Section 3.5.2 of the IERS

Annual Report 2018 (Stamatakos et al., 2020).

Until 24 October 2019, all EOP results were located at http://maia.usno.navy.mil/ser7

(maia) and http://toshi.nofs.navy.mil/ser7 (toshi) and several other backup locations as

listed in Table 8 of Section 3.5.2 of the IERS Annual Report 2018 (Stamatakos et al., 2020). Until

the restoration of maia, planned for June 2020, the 17:00 UTC, operational daily, EOP solutions

are available only at Crustal Dynamics Data Information System (CDDIS)<2> and IERS<3>

servers, with USNO uploading directly to each of those sites on a daily basis. As of the writing of

this report, the Nxdaily solutions are only available at the CDDIS site. (Lastly, CDDIS does host

RS/PC EOP results at an https site; contact CDDIS for details on how to access this site.)

2. IERS RS/PC IMPROVEMENTS AND CHANGES, 2017 TO 2019.

Beginning on 29 March 2018, an updated method for computing CPOs was integrated into the

RS/PC EOP products. Prior to this date, some of the CPO inputs used in the combination were

based on (dψ / dǫ)(1976/1980) (based on the 1976 precession and 1980 nutation theory) and some

inputs were based on (dX / dY)2006/2000 (the 2006 precession and 2000 nutation theory, Wallace

et al., (2006)). With the updated software, all CPO inputs are based on (dX / dY)2006/2000, thus

making the combination algorithm much simpler to implement and making systematic correction

adjustments more straightforward.

The algorithm to predict CPOs after the last combination value has also been updated and

is illustrated in the flowchart in Figure 1. First, empirical fits are performed on two years of

combination values to obtain offsets, rates, and annual, semi-annual, free-core, 9.1 year, and

27.55 day periodic signals, and then residuals are created by subtracting the empirical fits from the

combination data. An auto-regressive model of order 4, AR(4), is fit to the residuals and then used

to predict that portion of the signal forward 1 to 90 days. In addition, the empirical fit coefficients

are used to project forward the same 1 to 90 day period and then added to the AR(4) signal; the

results are dX and dY prediction values from 1 to 90 days into the future from the last observation

day.

Following the implementation of the updated CPO methodology, there has been an improvement

in accuracy in the 0-day and 1-day CPO predictions. A chart is shown in Figure 2 that compares

the CPOs obtained during the period 29 March 2018 to 31 July 2019 (Period 2) with the period

from 1 January 2016 to 28 March 2018 (Period 1). When compared to the C04 observational

data, the Period 2 dX RMS 0-day prediction residuals were reduced by 11% when compared to

Period 1 and 0-day dY prediction residuals were reduced by 23%. Similarly, the 1-day dX prediction

residuals were reduced by 5% and the 1-day dY were reduced by 14%.

Several times between 2017 and 2019, the USNO and NASA Goddard (GSFC) VLBI input

series were updated; USNO VLBI updated on 27 September 2017, 23 August 2018, and 01 August

2ftp://cddis.gsfc.nasa.gov/pub/products/iers
3https://www.iers.org/IERS/EN/DataProducts/EarthOrientationData/eop.html
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Figure 1: CPO Prediction Algorithm Flow Chart Used in RS/PC Software Since 29-March-2018.
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Figure 2: CPO Prediction Statistics Before (Period 1) and After (Period 2) the Upgrade in Pro-

cessing.

2019, while GSFC updated on 29 August 2019. Each time an update was included in the RS/PC

combination, systematic adjustments for UT1-UTC, polar motion, and CPOs were re-computed

and applied to each series to maintain a minimal residual between each new series and the IERS

reference series (the C04).

Starting on 17 May 2019, the upgraded AAM model input, named the Navy Fleet Numerical

Meteorology and Oceanography Center (FNMOC) Navy Global Environmental Model (NAVGEM)

AAM version 1.4.3eop, was incorporated into the RS/PC combination and prediction software. This

new model incorporated the following upgraded features: a) approximately 31 km grid spacing, b)

an atmosphere up to a height of approximately 60 km, c) hybrid 4-D data assimilation, d) ozone

assimilation, and e) an engineering fit to better model upper atmospheric (zonal) winds.

Using the NOAA AAM forecast results as a benchmark, one can see the improvement of the

NAVGEM version 1.4.3eop to version 1.4. The top two plots are the mean and RMS errors of

the NOAA and NAVGEM version 1.4 forecast results compared to the NOAA analysis data from

01 January 2016 through 15 May 2018; the bottom two plots are comparisons of the NOAA

and NAVGEM version 1.4.3eop forecasts from 01 June 2018 through 15 September 2019. The

x-axis in each plot is the prediction hour from the current day midnight hour, and the y-axis is the

dimensionless effective angular momentum coefficients, χi . The top plots show the NAVGEM v1.4

mean and RMS residuals have higher residuals than the NOAA results; whereas, the v1.4.3eop has

lower mean and comparable RMS residuals to NOAA.

A new on-line EO matrix calculator providing the direction cosine matrix (DCM) between the

terrestrial (ITRF) and celestial (GCRS) reference frames was developed and made available to

users in August 2018. It is based on the the Celestial Intermediate Pole and Origin (CIP and

CIO, respectively) and Terrestrial Intermediate Origin (TIO), non-equinox algorithms presented in

Chapter 5, IERS Conventions (2010, Tech Note 36.) However, as was stated in the Overview

section, the U.S. Naval Observatory’s IERS RS/PC web and FTP sites (maia.usno.navy.mil and

toshi.nofs.navy) were taken offline to undergo modernization, starting on 24 October 2019; the
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expected completion of work and return to service are estimated to be no earlier than mid-June

2020, at which time it is anticipated that the EO matrix calculator will be made available to users

again.

The matrix code is written in FORTRAN with HTML and web interface codes, and relies

heavily on code from the IERS Conventions 2010 software and the Standards of Fundamental of

Astronomy (SOFA) libraries. The observable quantities are from a version of finals2000A.data or

finals2000A.daily, and, if necessary, the polar motion, UT1-UTC, and celestial pole observables

are interpolated. Long period tidal terms are removed and then, long period tidal, diurnal, and

sub-diurnal tidal terms are added back to these observables after interpolation. Sub-diurnal/diurnal

tides, CPOs, and librations are used by default, but can be turned off. Outputs include the ITRF to

GCRS direction cosine matrix at each requested epoch and several intermediate transformations.

The EO matrix calculator user-interface is shown in Figure 4. In Figure 5, a comparison table of

the Equinox-based and CIP/CIO/TIO-based calculators is provided.

Figure 3: NAVGEM v1.4, NAVGEM v1.4.3eop, and NOAA CHI3 (χ3) Wind Forecast Co-

efficient residuals versus NOAA analysis data. (Plots provided by Dr. Tim Hogan of NRL

Monterey.) The X-axis of each plot has units of Days, and the Y-axis is the dimensionless

effective angular momentum coefficient (χ3).

As discussed in the IERS Annual Report 2018 (Stamatakos et. al, 2020), as more observational

data becomes available, there should be an improvement in the polar motion predictions. The last

IGS Ultra observation available for the operational solution made at 17:00 UTC is at 00:00 UTC

of the current day (MJD); a prediction of the polar motion solution for 00:00 UTC of MJD+1 is

created based on that last observation. At each of the later EOP Nxdaily solution updates begun
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Figure 4: CIP/CIO/TIO-based EO ma-

trix calculator user interface.

Figure 5: Comparison of CIP/CIO/TIO-based

and Equinox-based EO matrix calculator algo-

rithms.

at 21:10 UTC (4 hours after the 17:00 UTC update time), and at 03:10 UTC and 09:10 UTC

of the following day, updated IGS Ultra observations are made available, and in theory, these later

EOP solution updates should have improved predictions of polar motion at 00:00 UTC of MJD+1.

As shown in Figure 7, the Nxdaily / off-hour 2016 and 2017 statistics show agreement with this

theory – the RMS of the residual decreases from column 1 (17:00 UTC) to column 4 (09:10 UTC).

Unfortunately, as one can see in the last rows of the tables in Figure 7, for 2018, there was no

such significant improvement as more observational data became available at 21:10, 03:10, and

09:10 UTC. After the 2018 Annual Report was published, the RS/PC performed an investigation

and an improperly implemented code change was identified, namely, the updated IGS Ultra inputs

were not being used. As of 15 Sept 2019, a code fix was implemented and final EOP results

with updated IGS Ultra inputs are being generated. The forthcoming 2019 IERS Annual Report

should demonstrate an improved polar motion as additional observational inputs become available

throughout the day.

Another potential issue affecting the RS/PC results was identified in the 2018 Annual Report,

namely, the polar motion residual statistics of the RS/PC versus the IGS finals reported in the

Annual Report and that published weekly by the RS/PC (at the beginning of the file, gpspol.asc),

both appear to be lower than that published in the weekly statistics at the end of the same file.

After some analysis, the RS/PC determined that the method of interpolation used to compute the

residuals was different among the cases. The IGS finals are produced for each noon epoch and

the RS/PC results are produced for the midnight epoch. The IERS report and the beginning of

the gpspol.asc use an interpolation method based on smoothing, weighted cubic spline (SWCS)

coefficients; whereas, the reported statistics at the end of the gpspol.asc file use a simple cubic

spline for interpolation. Since using the SWCS more accurately reflects the residuals between the

contributor and the combination, as of July 11, 2019, the SWCS was chosen to replace the weekly

statistics reported at the end of the gpspol.asc file – thus, more accurately reporting the accuracy

of the RS/PC polar motion solution compared to the IGS finals.

3. FUTURE DEVELOPMENTS

Improvements in polar motion near-term prediction accuracies may be possible using combined

AAM and OAM model data; AAM inputs used in these studies are based on the NAVGEM and

the OAM based on the U.S. Navy Hybrid Coordinate Ocean Model (HYCOM). At the 2019 Eu-

ropean Geophysical Union (EGU) meeting, a poster (Stamatakos et al., 2019) was presented that

explained the work in detail. As shown in the flowchart contained in that poster, excitation func-

tions are derived from existing USNO EOP data and are differenced with combined and adjusted

analysis AAM and OAM excitation functions to form residuals, from which a predictive AR model
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is determined. This AR model predicts the non-angular momentum part of the polar motion and is

combined with the predicted (forecast) AAM and OAM data to form the polar motion near-term

predictions.

As backup to the INT1, INT2, and INT3 intensives, USNO and the IVS have been developing

new baselines combining VLBI and VLBA radio telescopes. One baseline that is being used is the

Mauna-Kea (Mk) to Wettzell (Wz) pair, partly because of its similarity to the existing and well-

characterized Kokee Park (Kk) Wz baseline. As shown in Figure 8, the two stations would share

similar visibility to desired radio sources, yet they are far enough apart (>500 km) that adverse

weather conditions may not affect both stations simultaneously. After USNO personnel had re-

characterized the station position, which was significantly affected by seismic activity in mid-2018,

the Mk-Wz baseline has been used in the operational RS/PC combination since December 2019,

and continues to be a backup to the Ishioka (Is) to Wz baseline when Is is unable to observe.

Another baseline being rapidly characterized is the Mk to Wettzell-North (Wn).

The RS/PC is conducting a research and development project to investigate using improved

optimal estimate techniques to better combine EOP inputs. First, code that uses an improved

smoothing, weighted cubic spline (SWCS) that allows for state and derivative state inputs (such

as UT1-UTC and length-of-day (LOD)) is being developed. Using this new spline should increase

robustness and possibly accuracy of EOP solutions. Then, a development to broaden the improved

SWCS to allow for covariance based inputs (such as from SINEX files) will be implemented. The

use of a Kalman Filter or other type of filtering technique might also be investigated to determine if

improvements in accuracy and robustness can be improved further. In addition, improved prediction

techniques will be investigated in the later years of the project.

Ò1-day predictionÓ 

epoch

12:00 

UTC 

18:00 24:00 06:00 

17:00 

(ÒdailyÓ) 21:10 03:10 09:10 

12:00 

Figure 6: Timeline of Nxdaily EOP 1-day prediction solutions in relation to the

EOP operational solution produced at 17:00 UTC. The 21:00 UTC solution

is updated on the present day (MJD), while the 03:10 UTC and 09:10 UTC

Nxdaily EOP solutions are updated at MJD+1.
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Figure 7: Nxdaily EOP Solution Results. The 2016 and 2017 polar motion results are as expected;

whereas, the 2018 results were anomalous.
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Figure 8: Proximity of Kokee Park and Mauna-Kea radio telescope locations.
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ABSTRACT.
Aim. This work aims to explore the possibilities of determining the long-periodic part of the

Earth’s precession-nutation with techniques besides VLBI. Lunar laser ranging (LLR) is chosen for

its relatively high accuracy and long period. Results of previous studies could be updated using

latest data with generally higher quality, as well as adding ten years to the total time span. Historical

optical data are also analyzed for its rather long time coverage to look into its possibility to improve

the current Earth’s precession-nutation model.

Methods. Celestial pole offsets (CPO) series are obtained from LLR and optical observations,

and analyzed separately by weighted least square fits of three empirical models. A joint analysis of

VLBI and LLR data is also presented for further discussion.

Results. Determination of the nutation terms with both VLBI and LLR data have been im-

proved. LLR shows its potential to determine celestial pole offsets with a comparably high accuracy

with VLBI in the future and to serve as an independent check for the VLBI results. CPO series

from historic optical observations have a typical standard error of about two hundred times larger

than that of the VLBI series, hence is hardly able to make any contribution to the contemporary

precession-nutation theory.

1. INTRODUCTION

The Earth’s precession-nutation models describe the long-term and long-periodic changes of the

Celestial Intermediate Pole (CIP) direction in the Geocentric celestial reference system (GCRS).

In this work, we focus on the Celestial Pole Offsets (CPO), representing the differences between

observations and theoretical predictions of the CIP locations (i.e. dX, dY ).

By far, VLBI has been playing the most crucial role in this domain given its micro-arcsecond

level accuracy. However, the relatively short time span of VLBI observations can be a disadvantage

in revealing effects with long periods such as the deficiencies in the Earth’s precession model with

a period of about 26 000 years.

Lunar Laser Ranging (LLR), being operated since 1969, is the only space-geodetic technique

now capable to realize a stable dynamical reference system, with sufficient accuracy of determina-

tions of the lunar orbit (Zerhouni & Capitaine 2009, denoted as ZC09 hereafter). ZC09 provided a

basic method of determining CPO from LLR observations using data in the interval of 1969-2008.

Hofmann et al. (2018) (denoted as H18 hereafter) have estimated of reflector coordinates, station

coordinates and velocities and EOP at the same time, with LLR data during 1969-2016.

The history of optical observations is much longer than that of both VLBI and LLR observations.

Vondrák & Štefka (2010) have constructed a series of Earth Orientation Catalogs (EOC) based on a

combination of Hipparcos/Tycho Catalogs and long lasting ground-based astrometric observations.

These catalogs have been used to derive the CPO during time interval 1899.7-1992.0, referred to

the Hipparcos Celestial Reference Frame (HCRF), which can be regarded as the optical realization

of the ICRS.
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In this work, we aim to improve the determination of precession-nutation corrections based on

analyses of VLBI observations solely, and also a joint analysis of VLBI and LLR data. We follow

the basic method of ZC09 for the analyses of LLR and the joint analysis of LLR and VLBI, and

make a comparison with the results of H18. Further discussions and the future potential of LLR are

presented. The time distribution of CPO series derived from LLR, VLBI (opa2018a) and optical

observations are plotted in Figure 1 to show the differences in both the number of observations

and in time span.
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Figure 1: Time distributions of LLR, VLBI (opa2018a) and optical CPO series. Time span of every

CPO series: LLR 1970.6-2017.7; VLBI (opa2018a) 1979.9-2018.5; optical (OA00) 1899.7-1991.9.

2. MODELS USED IN CPO ANALYSES

Three empirical models are fitted to the CPO series in the following analysis:

1. A parabola, namely a quadratic function of t.

2. A linear term and 18.6-year nutation term.

3. A linear term, 18.6-year and 9.3-year nutation terms.

All models are functions of t (centuries from the basic epoch). The basic epoch was set to be

J2000.0 for VLBI and LLR series, but J1956.0 for optical series, which is almost the central epoch

of the time coverage of optical observations.

3. CPO RESIDUALS WITH VLBI OBSERVATIONS

We use CPO series from 1979 to 2018 derived by the Calc/Solve software at the Paris Obser-

vatory analysis center (OPA) and also the series derived by the Goddard Space Flight Center (GSF)

in the framework of the International VLBI Service for geodesy and astronomy (IVS, Nothnagel et

al. 2017). The quasi-periodic free core nutation (FCN), with a period of 430.23 days, is removed

before analyzing the residuals. We remove this effect according to the model recommended by the

IERS conventions 2010 (Petit & Luzum 2010).

We fit all of the three models mentioned to the residuals, and show the results in Table 1, with

both sources of data presented for comparison. The fitted coefficients of the secular terms show an

underestimation in the IAU model of the precession rate in X about 0.3 mas cy−1. Capitaine et al.

(2009) have pointed out that the 18.6-year nutation term is the most sensitive to the error in the

precession-nutation model, with VLBI data up to 2008. With the accumulated high-precision data,

we here obtain more consistent results of the corrections of the 18.6-year nutation term. All fit
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Table 1: Weighted fits of three models to VLBI residuals (1979.6-2018.6), corresponding to

IAU 2006/2000 model.

Term t0 t1 t2 sin(18.6 yr) cos(18.6 yr) sin(9.3 yr) cos(9.3 yr) WRMSpre WRMSpost
Unit ¯as ¯as/cy ¯as/cy2 ¯as ¯as ¯as ¯as ¯as ¯as

opa2018a dX 18± 1 266± 21 −4338± 143 126 119

dY −86± 1 −519± 22 5325± 145 147 130

gsf2016a dX 49± 1 215± 19 540± 120 134 104

dY −101± 1 −477± 20 5492± 122 131 109

opa2018a dX 13± 1 381± 12 36± 1 −18± 1 126 116

dY −71± 1 −34± 12 −35± 1 40± 1 147 128

gsf2016a dX 49± 1 441± 10 43± 1 −11± 1 134 101

dY −87± 1 61± 10 −34± 1 47± 1 131 107

opa2018a dX 13± 1 334± 12 34± 1 −24± 1 −19± 1 −3± 1 126 116

dY −70± 1 4± 12 −38± 1 46± 1 22± 1 23± 1 147 126

gsf2016a dX 49± 1 413± 11 41± 1 −14± 1 −13± 1 3± 1 134 101

dY −84± 1 40± 11 −43± 1 48± 1 20± 1 23± 1 131 105

coefficients of the 18.6-year nutation term reveal that the amplitude is underestimated by about 35

¯as. However, the formal errors of the CPO derived from VLBI data are probably underestimated

by about a factor 2 according to Herring et al. (2002).

4. ANALYSES OF LLR RESIDUALS

LLR observations are presented as so-called normal points. They refer to lines of data containing

the emission time of the laser, observed round trip time in UTC, telescope and reflector ID, and

some atmospheric parameters of each observation. These data can be used to calculate the round-

trip times, then the residuals of the round-trip time [observation minus calculation (O−C) ], which

can be converted to residuals in one-way distance in centimeters. Finally we obtain CPO series

based on these residuals.

We used the residuals spanning 1970-2017 (O−C of the one-way distance in centimeters)

provided by Pavlov et al. (2016)1. The rejection procedure is taken in advance to exclude data

with relatively poor quality. The rejection criterion is such that O−C values that are higher than

three times the respective formal error and the total WRMS of all normal points of the same station

are excluded.

ZC09 offered a method of calculating the CPO from LLR observations. We generally follow

their method in converting LLR residuals into CPO. The method of getting LLR residuals from

the observational data (also known as “normal points”) in ZC09 (Chapront et al. 1999) and

Pavlov et al. (2016) are basically the same. Among all the effects which have to be considered

in the process of deriving dX and dY from LLR observations, only the transformation matrix for

precession and nutation is related to X and Y . In the calculation of partial derivatives ∂∆t
∂X and ∂∆t

∂Y ,

we ignored minor effects such as solid tide deformations of the Earth and the Moon, since we do

not need an accuracy of the moment of time as high as that in the calculation residuals of one-way

distance. The relativistic transformations between terrestrial and selenocentric reference systems

to the BCRS Petit & Luzum (2010) are applied. The relativistic gravitational delay (Kopeikin

1990) and the tropospheric delay (Mendes & Pavlis 2004, Mendes et al. 2002) are also taken into

account.

We use JPL (Jet Propulsion Laboratory) planetary ephemerides DE430 (Folkner et al. 2014)

for the geocentric and barycentric positions of the Sun, Earth, Moon and major planets, and also

for the lunar libration angles and TT−TDB transformations.

Uncertainties are presented as two times and three times the formal error, in ZC09 and H18

respectively, after fitting the CPO series to the models to account for unmodeled effects and

1http://iaaras.ru/en/dept/ephemeris/llr-oc/
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Table 2: Weighted fits of model 2 and 3 to LLR residuals.

Term t0 t1 sin(18.6 yr) cos(18.6 yr) sin(9.3 yr) cos(9.3 yr) WRMSpre WRMSpost
Unit mas mas/cy mas mas mas mas mas mas

This work dX −0.38± 0.02 1.43± 0.18 −0.26± 0.02 −0.37± 0.01 0.526 0.463

dY −0.36± 0.03 −0.54± 0.19 −0.81± 0.02 −0.30± 0.01 0.672 0.581

ZC09 dX 0.27± 0.13 5.77± 3.25 0.00± 0.22 0.01± 0.13

dY −0.17± 0.13 1.07± 3.11 −0.02± 0.21 −0.22± 0.12

This work dX −0.28± 0.03 1.77± 0.19 −0.14± 0.04 −0.26± 0.02 0.20± 0.02 0.01± 0.02 0.526 0.458

dY −0.12± 0.04 0.02± 0.19 −0.25± 0.05 −0.24± 0.02 −0.05± 0.02 −0.40± 0.03 0.672 0.562

ZC09 dX 0.16± 0.15 3.52± 3.84 0.17± 0.27 0.12± 0.14 0.12± 0.16 0.32± 0.14

dY −0.22± 0.14 −0.16± 3.67 0.08± 0.26 −0.24± 0.14 0.10± 0.15 −0.01± 0.14

H18 dψ sin ǫ 0.58± 0.18 −0.09± 0.13 0.04± 0.12 −0.01± 0.12

dǫ −0.12± 0.17 −0.36± 0.16 −0.49± 0.12 0.17± 0.13

further model deficiencies. The factor three was checked by analyses of sub-sets of used LLR

normal points.

Here we estimate several possible sources of uncertainty:

1. Signal propagation through the troposphere and stratosphere (for 523 nm): 0.82 cm (Mendes

& Pavlis 2003)

2. Differences in ephemerides (DE430−INPOP17a): 0.11 cm

The sum of the two estimations above is approximately two times the formal error of LLR obser-

vations (0.61 cm). Therefore we multiply the formal errors of residuals in one-way distance with

a factor three before obtaining CPO with weighted least square fits. In this way, the weighted

average uncertainty of CPO determined from LLR observations are 0.061 mas, but it is necessary

to stress that the quality of the CPO series also depends on the resolution (70 days for LLR instead

of 1 day for VLBI).

We present estimations using empirical models 2 and 3 for the long period components of

nutation after removing the FCN. In our results, the fitted coefficients of the 18.6-year nutation

term with and without the 9.3-year term are not consistent. This feature is different from the

results obtained by VLBI analyses. Meanwhile, the correlation coefficients between two nutation

terms are over 0.7, revealing the incapability of LLR data to separate the components effectively.

This is probably because that LLR observations are directly related with the motions of the Moon,

which is also the most important excitation of the 18.6-year and 9.3-year nutations. Nevertheless,

the correlation coefficients between the secular term and the nutation terms are generally smaller

than those of VLBI, probably benefiting from the longer time span of ten years. Furthermore,

the correlation coefficient between the secular term and the sine term of 18.6yr nutation remains

larger than its counterparts (0.4), which may reveal a common problem shared by VLBI and LLR

technique.

Further discussion of obtaining more CPO from LLR data and a joint analysis of VLBI and LLR

can be seen in the published paper (Cheng et al. 2019).

5. FUTURE IMPROVEMENTS OF LLR OBSERVATIONS FOR A BETTER DE-
TERMINATION OF CPO

Accuracy of CPO determined from LLR observations can be affected by many aspects. Of

all, the observational error and frequency are most directly related to the observation itself. The

observational accuracy, though suffering from instability, is improving. Comparing number of normal

points and corresponding observation errors (see Figure 2), especially between 2000 and 2010,

we can draw a conclusion that the dispersion and larger uncertainties of CPO in this period are

the consequences of the lower frequency of observations. Therefore, making LLR observations
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Figure 2: (a) dX and dY residuals of LLR observations in mas, using separated windows of 70

days. (b) Time series of observational errors and number of used normal points, the second figure

being details of the first one. Each point/bin represents the weighted average/total within a year.

regular and sufficiently frequent to achieve a more uniform time distribution of normal points is

quite essential in the future, before other necessary developments of related theories becoming

conceivable.

6. ANALYSES OF THE OPTICAL RESIDUALS

The OA00 series provides time series of nutation offsets dψ and dǫ with respect to the

IAU 1976/1980 precession-nutation models (Lieske et al. 1977; Wahr 1981; Seidelmann 1982)

between 1899 and 1972. Therefore, we followed the method described by Capitaine & Wallace

(2006) to transform them into the same system of VLBI series, i.e. dX and dY with respect to

IAU 2006/2000 precession-nutation models.

Models 1 and 2 are fitted to the transformed celestial pole offsets (CPO) to estimate the

possible long term corrections. In both models t refers to the number of centuries from a reference

epoch J1956.0, which is almost the central epoch of the time coverage of optical observations.

Contrary to the VLBI results, there are no significant difference between the constant and secular

terms in fitting results of the two models, and the correlation coefficients between secular term

and nutation terms are negligible. These indicate that a time span long enough (over ninety years)

may be sufficient to separate the quadratic term and the 18.6-year nutation term, whereas optical

data cannot help in improving the precession-nutation model nowadays due to the poor accuracy.
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ABSTRACT. Lidia Dmitrievna Kostina and Natalia Romanovna Persiyaninova left a bright mark

in the history of the Pulkovo Observatory, as well as in the history of the domestic and international

latitude services. In the first place, they were absolute leaders in the latitude observations with

the famous zenith telescope ZTF-135. In 1954-2001, they obtained together more than 66 000

highly accurate latitudes, which make about 2/3 of all the observations made by 23 observers

with the ZTF-135 after the WW2. They also provided a large contribution to investigation of the

instrumental errors, methods of the data analysis, developing of the observing programs. Their

results in studies of the latitude variations and polar motion were also highly recognized by the

community.

1. INTRODUCTION

Pulkovo astrometrists Lidia Dmitrievna Kostina (Dec 8, 1926 – Jun 4, 2010) and Natalia

Romanovna Persiyaninova (Aug 26, 1929 – Jan 16, 2003) left a bright mark in the history of the

Pulkovo Observatory, as well as in the Russian and international latitude services.

First, Lidia Kostina and Natalia Persiyaninova have been known as outstanding observers at

the famous zenith telescope ZTF-135 (originally called Large Pulkovo Zenith Telescope with the

lens diameter of 135 mm constructed in 1899–1904 in the mechanical workshop of the Pulkovo

Observatory by Heinrich Andreevich Freiberg). It is known that ZTF-135 was recognized as the best

zenith telescope in the world. However, the glory of this instrument was deserved not only by the art

of its creator, but also by the highly qualified work of the observers. The Pleiades of the remarkable

observers of the ZTF-135, the brightest representatives of which were Natalia Persiyaninova and

Lidia Kostina. Together they obtained 39% of all observations on this instrument in its more than

a century history, including 59% of all post-WW2 observations. They were the absolute leaders

among Pulkovo (and most likely all domestic) observers in the number of observing nights, as well

as ZTF-135 was the leader among Pulkovo instruments. They were repeatedly awarded with the

first and other prizes in the “Best Pulkovo observer of the year” competition.

Lidia Kostina and Natalia Persiyaninova also made a very large contribution to the research

of the instrument, to the theory and practice of observation processing, interpreting changes in

latitude and studying the motion f the Earth’s pole, determining astronomical constants. In these

fields, they deserved great prestige among their colleagues too.

2. LIDIA KOSTINA

In the year of graduation of Lidia Kostina from the Leningrad University (1950), the Pulkovo

Observatory was still being restored. She joined the Northwest Airborne Surveying Enterprize,

but soon became a graduate student at the Pulkovo Observatory. After completing the course

in 1955, she became an employee of the Department of Astronomical Constants and the Earth’s

Pole Movement, ZTF-135 group, where she worked for the rest of her scientific life. In 1959, she

defended a dissertation on the topic “Determination of Right Ascension of FK3 Near-Polar Stars”.

Although the restored Observatory was officially opened in May of 1954, regular observations
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Figure 1: L.D.Kostina, 1956. Figure 2: L.D.Kostina at the ZTF-135, 1956.

with ZTF-135 started in September 1948. Lidia Kostina joined the latitude observers group and

immediately became involved in processing of the observations. Since April 1956, she was also

included in the observing schedule. It is worth recalling that in those years there were no computers

in the Observatory (the first one appeared in 1967), and the processing was carried out by observers

and calculators. The processing was carried out, as it was called, “in two hands”: first by observer,

then by calculator. Only computation of apparent places of the stars could be made in the Leningrad

city computer center. Lidia Kostina thoroughly understood the astronomical and computational

aspects of this problem and created a new more accurate and computationally efficient algorithm

of routine computation. Using this algorithm, she analyzed the second post-WW2 ZTF-135 series

(1955.0–1961.3). Later this technique was applied at all Russian latitudinal stations.

Lidia Kostina was also involved in such a complicated task as the compilation of long-term

observing programs for zenith telescopes, which should be observed for at least 20 years and

ensure maximum uniformity of the series by observing the same stars. She compiled a special

program for the new Ulan-Bator latitude station in Mongolia, designed for observations over 50

years. Subsequently, she composed sixth and seventh programs for ZTF-135, which was observed

until the end of 2006, that is, until the end of the active life of the telescope.

The scientific interest of Lidia Kostina covered many aspects of the Earth’s rotation problem.

Among them, was improvement in the accuracy of computation of the latitudes, and the definition

of astronomical constants, which she worked with her colleagues. In particular, a new definition of

the aberration constant was made in 1969, and a new estimation of the principal nutation term

was obtained in 1988. However, she was interested, in the first place, in studying of the long-term

changes in the pole motion, such as secular, Chandler, and annual terms.

Lidia Kostina, a truly zealous observer, was a living reproach for an observer who was careless

or negligent. Some observers sometimes called the unstable weather with rapidly changing clouds

“the weather of Lidia Kostina”. For its long observing life at ZTF-135 (20.05.1956-28.08.2001),

Lidia Kostina obtained 32075 instant latitudes during 2279 nights.
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Figure 3: N.R.Persiyaninova, the 1970s.

 

Figure 4: N.R.Persiyaninova at ZTF-135.

Despite being very busy, along with the scientific activities Lidia Kostina has a lot of historical

research. Their main theme was women of science, women astronomers. And no wonder, it was

a vivid example of Sophia Vasilievna Romanskaya, the most active observer and scientists working

in the ZTF-135 group in 1918–1962. It was to her that Lidia Kostina’s first biographical article

was devoted. Among about 70 her publications, 12 papers were on the history of astronomy. As

a specialist and a person, Lidia Kostina enjoyed great respect among colleagues. She was very

sociable and open, always ready to answer a question, share experiences, interesting information.

She was an active traveller and often put her notes about an interesting tourist or business trip in

the hand-made wall newspaper, which was issued at the Observatory in that time.

3. NATALIA PERSIYANINOVA

Natalia Persiyaninova graduated from the astronomical department of the Faculty of mathe-

matics and mechanics of the Leningrad State University in 1953 and came to work to the same

department of the Pulkovo Observatory. Just at that time, preparations for the International Geo-

physical Year began at the observatory and a new zenith telescope ZTL-180 (Zenith Telescope

Leningradsky with a lens diameter of 180 mm), manufactured by the Leningrad enterprize GOMZ

was installed at Pulkovo. The first work of Natalia Persiyaninova was devoted to the study of the

new instrument. She started as a calculator, then, since 1955, she participated in observations

at both Pulkovo zenith telescopes, but, in the end, she connected her further scientific life with

ZTF-135.

The variety of scientific interests of Natalia Persiyaninova is demonstrated by the list of topics

of her publications. They include the connection of latitude variations with meteorological factors,

non-polar latitude (z-term), impact of errors in star positions, the determination of the principal

term of nutation, investigations of the main components in the polar movement, inter-technique
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Figure 5: In Pulkovo at ZTF-135. Figure 6: At Kitab ILS stations.

comparison of latitude variations. In particular, she studied the distribution of clear weather de-

pending on the moon phases.

Everything new that appeared in the mathematical processing of observations, she immediately

considered and put into practice. As soon as the first computer appeared in the observatory in

1967, Natalia Persiyaninova mastered it and provided both zenith telescopes with programs for

processing of the observations. One of the main topics in her work was the application of spectral

analysis to the study of variations of latitudes. Her dissertation defended in 1969 and devoted on

investigation of non-polar variations was one of the first study in which correlation and spectral

analysis was used for astrometric problems.

Natalia Persiyaninova, as well as Lidia Kostina, always had a high sense of responsibility. This

was especially true for observations. During the period from 08.01.1955 till 16.11.2001 she ob-

tained 33996 instantaneous latitudes during 2414 nights (the record for ZTF-135!). Numerous

observations aimed at the determination of instrument constants, near-pole stars in elongations,

scale pairs and time series for determining the screw revolution should be added to this value. She

also took part on latitude observations in Blagoveshchensk (ZTL-180) and Kitab (ZTL-180 and

Bamberg ZT).

The scientific authority of Natalia Persiyaninova was very high. The same was her public au-

thority. She not only taught students and trainees astrometric wisdom, but also became an adviser

in worldly affairs. Contacts established during common work continued to exist in correspondence.

When a scientific conference was held at Pulkovo, discussions in her cozy house were sometimes

more active than in and around the conference room.

4. PUBLICATIONS

Although Lidia Kostina and Natalia Persiyaninova each had their own research topics of interest

to them, being members of the same Pulkovo latitudinal group, they naturally had many general
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publications and reports at conferences (and in those years astrometric and specialized latitudinal

conferences took place in our much more often than now), based primarily on observations with

ZTF-135. Almost two-thirds of the group’s publications were written together. These are articles

on the studies of the of the Pulkovo latitude variations, the instrumental studies, the determina-

tion of nutation coefficients, the analysis of non-polar variations in latitude observations, and the

improvement of the catalog of coordinates of latitudinal stars.

Very productive was long-term cooperation of Lidia Kostina and Vladimir Ivanovich Sakharov,

many-year head of the ZTF-135 group. They published 17 articles devoted to study of the Chandler,

annual and secular components of the pole motion. In 1977, they first investigated the relationship

between the pole motion and solar activity. The presence of common cycles in the variations of the

main components of the pole motion and Wolf numbers led them to conclude that some of them

are generated by solar processes such as 11-yr cycle (Kostina and Sakharov, 1989). Studying the

Chandler oscillation, the authors were among the first to study the phase changes of this oscillation,

in particular, around 1925 and drew attention to the fact that neglecting the phase variations can

lead to constructing of a wrong model of the polar motion. The value of the Chandler period of

1.189± 0.002 yr obtained by them corresponds to the theoretical estimation for the second model

of the Earth’s structure developed by Michael Molodensky (elastic mantle, liquid core with a solid

inner core). The authors proposed the theory of extreme cycles in the variation of the amplitude of

the Chandler wobble. Analyzing the maximum amplitudes, they estimated the main low-frequency

period in the variations of the Chandler wobble of 43.8 yr. Their assumption is that the maximum

of the third extreme cycle will fall on 1989, turned out to be close to the truth (the maximum was

observed in the early 1990s).

Very interesting was also the joint work of Natalia Persiyaninova with Niklen Petrovich Godisov.

In this study of the main components of the pole motion, the method of sequential separation of

components was used with parabolic interpolation in the region of the maximum spectral function,

which was then used by many authors. In the spectrum of amplitudes of the Chandler pole motion,

a component with a period of 44 yr was found, which corresponds to the conclusions of Sakharov

and Kostina.

Over their nearly half-century scientific and, in particular, observing lives, Lidia Kostina and

Natalia Persiyaninova observed 66071 high-precision latitudes, distributed approximately equally

between them. A simple estimate (four latitudes per hour in a typical observing program) shows

that to obtain such a result, each of them spent about 8300 hours with the instrument or about 345

days, i.e. about a whole year! If one takes into account also auxiliary, but necessary observations,

this will be even more than a year.

For preparation of this paper, materials of the archive of the Pulkovo Observatory were used

(Pulkovo Observatory archives 1–5).

5. REFERENCES

Kostina L.D., Sakharov V.I., 1989, ”Investigations of the Earth pole motion in the Pulkovo Obser-

vatory”, in: 150 years of Pulkovo Observatory, Leningrad, Nauka 1989, pp. 137–152.

Pulkovo Observatory archive 1, f. 1, op. 2, d. 105, ll. 112-141 (Personal file of postgraduate

student L.D. Kostina).

Pulkovo Observatory archive 2, f. 1, op. 2. d. 863, ll. 34-97 (Personal file of L.D.Kostina).

Pulkovo Observatory archive 3, f, 1. op. 2. d. 385, ll. 163-194 (Personal file of postgraduate

student N.R. Persiyaninova).

Pulkovo Observatory archive 4, f. 1, op., 2. d. 905, ll. 178-235 (Personal file of N.R. Persiyani-

nova).

Pulkovo Observatory archive 5, f. 4, op. 1, d. 106, l. 26 (Photo album “150 years of Pulkovo

Observatory”).

117



118



A REVISION OF ∆T VALUES FOR THE V, VI AND
VIITH CENTURIES

M.J. MART́INEZ1, F.J. MARCO2
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ABSTRACT. Studies of pretelescopic values of ∆T have been arranged by many authors. Ancient

observational records of total and annular solar eclipses and in a lesser extend also lunar eclipses

and occultation have been used to calculate limits to the value of ∆T (Soma and Tanikawa, 2016;

Stephenson et al., 2016; Tanikawa and Soma, 2004) among others. We provide a first approxi-

mation for computed values of ∆T from the 5th to the 7th centuries considering all the available

ancient astronomical records, paying special attention to those from Western Europe for which new

analysis and reductions have been carried out. We present two examples of ancient observations

with their associated discussions that lead to new values of some astronomical parameters. Similar

studies have been carried out for more than a hundred od ancient registers. The results obtained

in the first instance corroborate those obtained by Soma and Tanikawa in the sense that the ∆T

for these centuries seems to be significantly lower than that obtained by Morrison and Stephenson

(Morrison and Stephenson, 2014; Stephenson, 2010) and Stephenson et al. (2016).

1. EXAMPLE 1: TOTAL SOLAR ECLIPSE. AD 418, July 19

This eclipse was collected in numerous no contemporary European chronicles from Austria,

Denmark, Germany, France; in many cases only reference is made to the darkening of the sun in

broad daylight with or without mentioning the date. Other more complete records include the time

of day the event took place. For these records, we must bear in mid a classical problem that usually

appears when we deal with Medieval sources: non-contemporary authors were limited to copying

records of other authors prior to them, for mainly prestige reasons. See (Newton, 1972; Soma

and Tanikawa, 2016) for a further study. Anyway, some contemporary authors such as Hidatius,

from Northern Spain and Philostorgius from somewhere near Istambul, provide valuable and more

detailed data (http://www.tertullian.org/fathers/philostorgius˙fn.htm#218):

When Theodosius had entered the years of boyhood, on the 19th of July, a little after

noon-day, the sun was so completely eclipsed that the stars appeared; and so great a

drought followed on this eclipse that a sudden mortality carried off great multitudes

both of men and of beasts in all parts. Moreover, at the time that the sun was eclipsed,

a bright meteor appeared in the sky, in shape like a cone, which some persons in their

ignorance called a comet (. . . ) For it arose first in the east, just where the sun rises at

the equinox, and then passing across the lowest star in the constellation of the Bear,

crossed gradually over to the west (. . . ) it at length disappeared, after it had continued

its course for more than four months. Its apex, moreover, at one time was carried up

to a high and narrow point, so that the meteor exceeded the length and shape of a

cone, while at another time it returned to that particular form. (. . . ) At the same

time with the earthquakes, fire came down from the skies, which seemed to banish all

hope of escape; however, it caused no destruction of life, for the mercy of God sent

a violent wind which scattered the fire in every direction, and at length drove it into
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the sea. Then a new and strange sight was to be seen; the waves of the sea burning

in the day-time, like woods and forests, until at length the flames were extinguished in

the waters.

This is a typical fragment containing astronomical material in a narrative source. There is no

scientific intent, although scientific data can be extracted and the culture of the epoch can be

inferred from the calamities that the author attributes to these phenomena. The mentioned eclipse

of the sun apparently must have been total since the author mentions that stars were seen in broad

daylight, the day is correctly indicated and the year can be obtained from the context, in addition

to the fact also mentioned, of the presence of a comet identified as C/418 M1. The historical

discussion of the context, author and how the identifications of the phenomena were carried out

exceeds the objectives of this paper. The next problem when we have an observation made from

Figure 1: Path of totality of AD418 , July 19 total solar eclipse using ∆T= 4800 s

several points is that the parameters that are calculated are compatible with all of them. Thus,

for example, assuming that the observation of Philostorgius was made from Istanbul, we would

obtain a 6800 s < ∆T < 9000 s, which would have meant that the eclipse had not been total in

Braga (Portugal), from where the other contemporary observation (by Hidatius) came. Another

possibility was raised by Newton (Newton, 1972), who proposed Borissus (36o42′E 39o54′N) as

the place of observation and this makes sense, because this was where Philostorgius was born.

However, as we have said, it is not our intention to enter into historical context reasoning, but

Istambul as the observational place seems to be the most likely.

2. EXAMPLE 2: OCCULTATION OF VENUS BY THE MOON. AD 554,October 9

Occultations of bright planets by the Moon are not usually considered for the calculation of

∆T since they provide a range of this parameter that is too wide to be relevant. However, some

special cases (occultations at times near dawn or dusk, occultations observed from several places)

the range for ∆T is small enough to be worth considering (Mart́ınez and Marco, 2019). Pingré

(Pingré, 1783) collects a variety of reports about the AD 554, October 9 event. Although he points

out that different authors assign different dates, between AD 547 and AD 549, to the phenomenon.

The primary (and contemporary) source is Gregory of Tours who states:
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In his time, we saw grapes grow on the tree we call saucum [= elder tree] without

having any vine on it, and the blossoms of the same trees (. . . ) Then a star coming

from the opposite direction was seen to enter the disk of the fifth Moon. I suppose

these signs announced the death of the king.

The data provided lead us to accept the date of October 9, 554 as the most likely for the occultation,

involving Venus and the Moon. Gregory of Tours (538-594) could have witnessed it in his youth,

perhaps this explains the error in the appreciation ”the fifth Moon” since the Moon would have

been, in fact, on his 26th day. The capital of these Merovingian kings was Metz, which we assume

as the place of observation. That day sunrise was at 5h50m. The first contact of Venus with the

limb of the Moon occurred at 5h15m and the end of the occultation at 6h30m. A ∆T < 3000 s

would have meant that the occultation occurred after sunrise, while a ∆T greater than 5500 s

would have led to seeing the Venus emersion. Therefore, the values obtained are consistent with

those of Espenak and Meeus and with those of Stephenson et al. Soma and Tanikawa (Stephenson,

1997) obtained a ∆T between 2893 and 5246 s. The result that we have obtained is a refinement

for the lower limit of this interval.

Figure 2: Occultation of Venus by the Moon. AD 554 October 9.

3. CONCLUSION

To obtain preliminary results we have worked with a total of 43 observations included in the

AD418-AD693 period and coming from both Asia and Europe and North Africa. Among them

are eclipses of the Sun, Moon and occultations of planets by the Moon. Each observation has

been examined separately, calculating a new interval of ∆T for which the characteristics of the

phenomenon have been taken into account, if it was observed in a single place or in multiple places,

the time interval in which it could be observed, in the event that it occurs near sunrise or sunset,

etc.

The result obtained can be seen in Figure 3. The solid red and blue lines correspond to the

splines obtained Morrison and Stephenson (Morrison and Stephenson, 2014) and Stephenson et al.

(2016), respectively. The black line is the spline obtained using our results showing a significantly

lower ∆T is than the one provided by other authors for the time considered.
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Figure 3: ∆T (s) from AD 418 to AD 693. The asterisks represent the values considered for each

observation, for which the error bar is also provided. The black color corresponds to a solar eclipse,

the green with a lunar eclipse and the magenta with an occultation of a planet by the Moon.

4. REFERENCES

Mart́ınez M.J., Marco F.J., 2019, ”Occultation Of Planets By The Moon In European Narrative

Medieval Sources”, Journal for the History of Astronomy 50, pp. 192–220.

Morrison L.V., Stephenson F.R., 2014, ”Historical values of the Earth’s clock error ∆T and the

calculation of eclipses”, Journal for the History of Astronomy 35, pp. 327–336.

Newton R.R., 1972, ”Medieval Chronicles and the rotation of the Earth”, Johns Hopskins University

Press. Baltimore and London.
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ABSTRACT. The VLBI observations enable the investigation of the Earth rotation resonances,

associated with Free Core Nutation, Free Inner Core Nutation, and Polar Motion Resonance, in

the retrograde diurnal band with respect to a terrestrial frame. The resonance parameters (period

and quality factor) are estimated by confronting the theoretical rigid Earth nutation terms to the

corresponding nutation terms observed by VLBI. We revisit this problem by considering 40 years

of VLBI observations and more complete atmospheric + oceanic non-tidal perturbations, that

have to be removed from the observed nutation terms before the estimation. The inclusion of

complete atmosphere and ocean correction produce a significant change in the period and quality

factor of Free Core Nutation and Free Inner Core Nutation. On the other hand, the nutation

analysis allows us to investigate the frequency dependence of Polar Motion Resonance in the

diurnal retrograde band. We analyzed the frequency sensitivity of Polar Motion resonance and

found that this resonance is mostly determined by the prograde nutation terms of period smaller

than 386 days.

1. INTRODUCTION

Since the beginning of the 20th century, the observation of the Earth rotation variations through

astro-geodetic techniques enables to investigate the global rheological properties of the Earth, in

particular, the resonance parameters of the free rotation modes, i.e. Polar Motion Resonance

(PMR), Free Core Nutation (FCN), and Free Inner Core Nutation (FICN). In this study, we focus

on the adjustment of resonance parameters in the diurnal retrograde band, so called nutation band,

which can be done through a comparison of the observed nutation, determined from VLBI analysis,

with the corresponding rigid nutation terms that reflects the luni-solar forcing. Furthermore, we

study the effect of atmosphere and ocean to the Earth resonance parameters estimation. The

nutation contribution caused by diurnal circulation in the hydro-atmospheric layer perturbs the

estimates of the resonance parameters and has to be removed from total nutation before inversion.

Finally, we investigate the sensitivity of polar motion resonance parameters to the frequency band

of the selected set of nutation terms.

2. METHOD AND DATA

Following the procedure of Mathews et al. 2002, the Earth resonance parameters are estimated

through a relation between the observed nutation η̃ = X+i Y and corresponding rigid Earth nutation

η̃R in the frequency domain as follows

η̃(σ′) = T̃ (σ′; σ̃′j)η̃R(σ′) (1)

where the transfer function T̃ (σ′; σ̃′j) is represented by

T̃ (σ′; σ̃′j) =
e − σ′
e + 1

(
1 + (1 + σ′)

3∑

j=1

Ñj

σ′ − σ̃′j

)
. (2)
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Here σ′ is the frequency in cpd as seen from a celestial frame, e is the dynamical ellipticity of

the Earth, Ñj and σ̃′j = 2π/P ′j (1 + n(i/2Q′j)) are the coefficient and frequency specifying the

resonance modes in celestial frame, n is ’+1’ for prograde and ’-1’ for retrograde, P ′j and Q′j are

the space-referred period and quality factor of the resonance terms respectively. The celestial

frequencies σ̃′j are mapped into terrestrial frequencies σ̃j = σ̃′j − Ω with corresponding period and

quality factor Pj and Qj , where Ω is the mean angular velocity of the Earth. The index 1 until 3 is

for representing the resonances associated with PMR, FCN, and FICN respectively. We estimate

Ñj and σ̃′ from 42 observed nutation terms (see Table 1) and the corresponding set of rigid Earth

terms by performing a weight least square inversion. The observed nutation terms are estimated

through VLBI observation from 1979 to 2017. Before the inversion is performed, some corrections

have to be applied. First, the nutation terms have to be referred to a dynamical celestial reference

frame by removing the geodetic nutation and then non-linear effects are suppressed (see Table 7

of Mathews et al. 2002). Finally, we eventually get rid of the atmospheric + oceanic contribution,

which cannot be related to rigid Earth nutation caused by luni-solar tides.

Table 1: In-phase and out-phase coefficients of 42 observed nutation terms.

Period (days) X (mas) Y (mas)

−6798.38 −8024.74 1.41

6798.38 −1180.44 −0.14

−3399.19 86.14 −0.04

3399.19 3.63 −0.01

−1615.75 −0.01 −0.01

1615.75 −0.12 −0.01

−1305.48 0.30 0.01

1305.48 2.12 0.00

−1095.18 0.22 0.00

1095.18 −0.23 0.00

−386.00 −0.16 −0.00

386.00 −0.71 −0.00

−365.26 −33.01 0.34

365.26 25.65 0.14

−346.64 −0.59 0.00

346.64 −0.07 −0.00

−182.62 −24.58 −0.04

182.62 −548.46 −0.51

−121.75 −0.94 0.00

121.75 −21.49 −0.02

−31.81 −3.06 −0.01

Period (days) X (mas) Y (mas)

31.81 3.18 0.00

−27.55 −13.82 −0.04

27.55 14.48 −0.00

−23.94 0.05 −0.00

23.94 1.18 −0.00

−14.77 −1.20 −0.00

14.77 1.32 −0.00

−13.78 −0.55 −0.00

13.78 0.61 −0.00

−13.66 −3.66 −0.02

13.66 −94.20 0.13

−9.56 −0.09 −0.00

9.56 −2.46 0.01

−9.13 −0.46 −0.00

9.13 −12.45 0.04

−9.12 −0.29 0.00

9.12 −2.34 0.00

−7.10 −0.06 0.00

7.10 −1.59 0.01

−6.86 −0.04 −0.00

6.86 −1.28 0.01

3. ATMOSPHERIC AND OCEANIC CONTRIBUTION

The analysis done in Mathews et al. 2002 was restricted to the atmospheric effect on the

annual prograde nutation. Actually, a more complete treatment of the fluid layer perturbations has

to include other nutation components (−365 d, +182.6 d, +121.75 d, +13.66 d) and consider the

contribution of the non-tidal circulation in the ocean. The corresponding effects were evaluated by

using the non-inverted barometer version of atmospheric angular momentum time series from TU

Vienna (based upon ECMWF model) (Schindelegger et al. 2011) and oceanic angular momentum

series from ERA40 and ERA operational (based upon OMCT model) (Dobslaw & Thomas 2007)

from 1984 until 2017. This calculation is done through Celestial Angular Momentum Functions,

and their effects on the nutation are estimated by using the formula reported in Brzezinski 1994.

The results are shown in Figure 4.
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Figure 4: The contribution of atmosphere and non-tidal ocean to the nutation terms. Here (a) is

for in-phase and (b) is for out-phase components.

4. RESULTS

The results of Earth resonances estimation is displayed in Figure 5. The excitation of atmo-

sphere and ocean has no impact in the polar motion resonance. However, the inclusion of these

correction could make a significant change in the FCN and FICN parameters. We found that the

inclusion of atmospheric + oceanic correction would increase the value of FCN quality factor for

about 500 and decrease the period in half days. For FICN, the inclusion of complete excitation

correction has diminished the quality factor by about 100 and the period for about 10 days. For

the purpose of comparison, Table 2 shows the result of ours and Mathews et al. 2002. It shows

that our results have a good agreement with Mathews et al 2002 except for the quality factor of

FCN and FICN.

Table 2: Resonance parameters of PMR, FCN, and FICN. The FICN and FCN periods are given

in CRF and other is in TRF. Periods are in mean solar days.

Parameter Mathews et al. 2002 This study

PPMR (381.9, 385.0) (380.7, 383.4)

QPMR −10.4 (−11.0,−9.9)

P ′FCN (−429.9,−430.5) (−430.3,−430.0)

QFCN 20000 (16946, 17736)

P ′F ICN (930, 1140) (735.6, 1143.5)

QF ICN 677 (304, 380)

5. ANALYSIS OF POLAR MOTION RESONANCE

The estimated parameters of the PMR (PPMR = 382 d, QPMR = −10) are at discrepancy

with the ones corresponding to the common polar motion (PPMR = 433 d, QPMR = 100). This

modification results from the dynamical oceanic response in the diurnal band (more insight about

this topic is given in Bizouard et al. 2020). Mathews et al. 2002 assumed that the estimated

values (PPMR = 383 d, QPMR = −10) are mostly constrained by the 18.6 year (σ = −1.00288
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Figure 5: The comparison of atmospheric and oceanic contribution to the Earth resonance param-

eters. Here (a) is PMR, (b) is FCN, and (c) is FICN. The period of PMR is in TRF and the others

are in CRF. Here •: no atmospheric and oceanic correction, •: atmospheric correction, •: oceanic

correction, and •: atmospheric + oceanic correction.

Figure 6: Selected frequency band in the terrestrial frame for least-square adjustment of the PMR

parameters. 18.6 year nutation term is belong to the Band III3. Their limits are precisely reported

in Table 3.
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Table 3: The period and quality factor of PMR determined over certain band of frequencies.

Band frequency (cpd) PPMR QPMR

I (−Ω− 1/6.86 ≤ σ ≤ −Ω + 1/6.86) 382.0± 1.3 −10.4± 0.5

II1 (−Ω− 1/6.86 ≤ σ ≤ −Ω− 1/386) 418.5± 7.2 −8.24± 1.7

II2 (−Ω− 1/1095.18 ≤ σ ≤ −Ω + 1/6.86) 381.8± 1.2 −10.4± 0.5

III1 (−Ω− 1/6.86 ≤ σ ≤ −Ω− 1/31.81) 415.1± 3.3 −7.7± 0.7

III2 (−Ω− 1/121.75 ≤ σ ≤ −Ω− 1/386) 486.8± 58.4 +13.4± 30.7

III3 (−Ω− 1/1095.18 ≤ σ ≤ −Ω + 1/1095.18) 381.7± 7.6 −10.2± 2.9

III4 (−Ω + 1/386 ≤ σ ≤ −Ω + 1/6.86) 381.8± 1.3 −10.4± 0.5

cpd) nutation term. To check this assumption, σ̃1 is re-estimated over restricted sets of nutation

terms sweeping frequency band -1.15 cpd, -0.85 cpd of the polar motion (see Figure 6). It turns

out that the estimates P̄PMR = 382, Q̄PMR = −10 over the whole set (band I) are at discrepancy

with the ones obtained over restricted bands, as shown by Table 3. In particular, for frequencies

smaller than σFCN (Band II1, III1, III2) we get PPMR significantly larger than 415 days. Although

the 18.6 year retrograde nutation prevails, the estimates of PMR parameters are quite loose in the

K1 band (band III3) (PPMR = 382± 8, QPMR = −10± 3) and better constrained by the prograde

short period terms (band III4) (PPMR = 382± 1, QPMR = −10± 1).

6. CONCLUSIONS

In this study, we perform the adjustment of Earth resonance parameters, in the diurnal retro-

grade band, through VLBI analysis. The inclusion of the complete atmospheric and ocean non-tidal

corrections has increased the FCN quality factor in terrestrial frame for about 500 and decreased

the period in celestial frame in half days. The FICN parameters have decreased by 10 days and

100 for its period and quality factor respectively. More importantly, the PM resonance parameters

are mostly determined by the prograde nutation terms of period smaller than 386 days. The PM

period and quality factor seem to be frequency dependent in the diurnal band in reason of the FCN

resonance (explored in more details in Bizouard et al. 2020).
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ABSTRACT. The Korea Astronomy and Space Science Institute (KASI) is developing a GNSS-

based products service system, which regularly generates station positions, GNSS satellite orbits,

earth rotation parameters (ERP), and the analysis results, in order to utilize it in the Earth system

research and the development of the Korean Positioning System (KPS). The service system consists

largely of a Data Processing Server (DPS) and a Data Archive and Service Server (DAS). The DPS

collects data necessary for processing data, such as RINEX files, and carries out data processing and

data analysis with the Position and Navigation Data Analyst (PANDA) software or Bernese GNSS

software 5.2, where various GNSS products are generated. The DAS stores the GNSS products

generated by the DPS and serves them to user. In this poster, the architecture of the GNSS-

based products service system is introduced and several analysis results for the GNSS products are

explained.

1. INTRODUCTION

The Korea Astronomy and Space Science Institute (KASI) is developing a GNSS-based prod-

ucts service system to secure technology for determining GNSS products and to support research

on the Earth system and the development of Korean Positioning System (KPS), a Korean nav-

igation satellite system. Our goal is to develop a system that can routinely produce and service

GNSS products such as a Terrestrial Reference Frame (TRF), GNSS satellite Ephemerides and

Earth rotation by means of automating data collection and data processing. In this poster, the

architecture of the GNSS-based products service system and the data processing methods used are

briefly introduced, and the GPS satellite orbit and Earth rotation parameters (ERP) obtained from

this system are explained.

2. GNSS-BASED PRODUCTS SERVICE SYSTEM

The system consists of two high-performance servers, Data Processing Server (DPS) and Data

Archive and Service Server (DAS). Detailed hardware specifications for this system can be found

in Table 1. Figure 1 shows the overall structure and function of the system, the flow of data, and

the installed software. The DPS collects data from IGS global data center and CODE FTP server

and carries out data processing for GNSS products using the Bernese GNSS software 5.2 or the

Position and Navigation Data Analysis (PANDA). It also monitors the data processing process and

notifies the administrator when a problem occurs. The DAS stores the GNSS products produced by

the DPS and services them via the Web and FTP. However, in practice, GNSS products are stored

on a Network Access Server (NAS) that is physically away from the DAS for security reasons.

3. GLOBAL GNSS NETWORK

A global network of 134 GNSS stations was used to estimate GPS satellite orbit and ERP. The

global network was selected based on IGS14 core sites, taking into account its distribution and

observation quality during data processing. Figure 2 shows the distribution of the ground stations
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Table 1: Hardware specifications and installed software of the GNSS-based products service system

Figure 1: The architecture of the GNSS-based products service system

currently selected. The global network requires continuous optimization.

4. DATA PROCESSING

The GNSS-based products service system is currently under development and the data process-

ing tool to be mounted on the system has yet to be determined. In the current study, GPS satellite

orbit was determined using PANDA and ERP was determined using Bernese GNSS v5.2. Table 2

lists the key strategies for each data processing and the models used.

GPS precise orbit determination (POD) was performed by using the PANDA software developed

at Wuhan University, China. Undifferenced observation data were used in the data processing for

the POD, and the GPS orbit calculated from a broadcast navigation file was used as a priori

orbit. Detailed data processing methods and models used for the GPS POD are shown in Table

2. Earth rotation parameters (ERP) was estimated using Bernese GNSS v5.2 developed by the

University of Bern in Switzerland. IGS final products were used for GNSS satellite ephemerides

for data processing, and IGS ultra-rapid products were used for a priori ERP. The basic strategy

of data processing is double difference, and Berneses SNGDIF and MKCLUS modules were used

for baselines generation and clustering. In other words, a single differential baseline was created

using SNGDIF to maximize the common observation (OBS-MAX option), and clusters of several

baseline were constructed using the MKCLUS module. The reason for performing data processing

with clusters is because of the large number of baselines to be processed. If data processing is

carried out for all stations at once, it may cause time and memory problems. Finally, out of the

134 stations, 62 were used to tie the solution to the IGS14 datum with a No-Net-Rotation (NNR)

130



Figure 2: Global GNSS network used in the GNSS-based products service system

condition. Additional information on the data processing can be found in Table 2.

4.1 GPS satellite orbit

The GPS satellite orbit determina-tion product was generated on Jan. 1, 2019. To validate the

orbit product, we compared with the IGS final orbit product. Figure 3 shows the 3-D rms position

error of the all GPS satellites as a function of time. Most position errors did not exceed 6 cm.

In Table 3, the mean position error of GPS satellites from G01 to G10 can be found. Figure 4

graphically shows the position error of all GPS satellites.

Figure 3: POD results: time series of position errors of all GPS satellites [ 2019-01-01 ]

4.2 Earth rotation parameters

The ERPs were estimated from 1 January 2019 to 29 June 2019 (180 days). The values of

the estimated ERPs were compared with the IERS C04 and the results are shown in Figure 5 and
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Table 2: Data processing strategies and models used for GPS satellite orbit and ERP

Table 3: POD results: the mean position error of G01 and G10 satellites [ 2019-01-01 ]

7. Figure 5 shows the changes of the estimated polar motion (blue dash line) and one of IERS

C04 (red line). The X and Y axes of the horizontal plane are Xp and Yp, respectively, and the

vertical axis is the date. Although we could not see the polar motion changing as it was drawn in a

circle due to its short data processing period, we could see that the values of the estimated polar

motion matched IERS C04. Figure 6 shows the differences from IERS C04 over time for polar

motion and UT1-UTC. Most of the Xp and Yp errors did not exceed 0.2 mas and UT1-UTC had

a error within 0.2 millisecond. Table 4 shows the difference values between the IERS C04 and the

estimated ERP over 180 days. Figure 7 shows the histograms for the differences of ERP.

Table 4: The difference between the estimated ERPs and IERS C04

5. SUMMARY

- GNSS-based products service system is developed to secure technology and to support related

research.

- GPS satellite orbit and ERP were determined using PANDA and Bernese GNSS v5.2 respectively.
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Figure 4: POD results: the mean position errors (3-D RMS: left, decomposed RMS: right) of all

GPS satellites [ 2019-01-01 ]

Figure 5: ERP results: a comparison of polar motions in KASI and IERS C04

- Most position errors of GPS orbit were within 6 cm compared to IGS final products.

- The estimated ERP had a difference of about 100 microarcsec in polar motion and about 50

microsec in UT1-UTC compared to IERS C04.
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Figure 6: ERP results: time series of the ERP differences between KASI and IERS C04

Figure 7: ERP results: histograms of polar motion (left) and UT1-UTC (right) differences between

KASI and IERS C04
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ABSTRACT. VNIIFTRI as the Russian Main Metrological Center of Time, Frequencies and

Earth Rotation Service has carried out rapid EOP processing based on GNSS, VLBI and SLR

observations for many years. VNIIFTRI also participates in GNSS and SLR observations of IGS

and ILRS respectively.

The EOP activities at VNIIFTRI can be grouped in five basic topics:

1) Processing of VLBI, GNSS, SLR and LLR observation data for EOP evaluation;

2) Evaluation of combined EOP values based on EOP series and SINEX combination;

3) Evaluation and combination of GLONASS satellites orbit/clock;

4) Satellite altimetry data processing;

5) Providing GNSS and SLR observations at five metrological sites acting under the auspices of

VNIIFTRI.

These fields of activity are considered shortly.

1.INTRODUCTION

VNIIFTRI tparticipates in Earth’s orientation parameters (EOP) activity as:

1) Russian Main Metrological Center of State Service for Time, Frequencies and Earth orien-

tation parameters evaluation (MMC SSTF);

2) Analysis Center (AC) and regional Data Center for five measurement sites of metrological

control of ROSSTANDART.

2. SITES OF METROLOGICAL CONTROL

2.1 Metrological control sites

GNSS observations on the five metrological control sites of Rosstandard (Mendeleevo (MDVJ),

Novosibirsk(NOVM), Irkutsk (IRKJ), Khabarovsk and Petropavlovsk-Kamchatsky) are carried out

permanently and hourly files are formed. SLR observations are carried out at Mendeleevo and

Irkutsk using satellite laser range finders ”Sazen-TM”. So, Mendeleevo and Irkutsk are sites with

colocation of GNSS and SLR (Ignatenko et al, 2016). MDVJ, NOVM, IRKJ are sites of the

International GNSS Service (GNSS). MDVL and IRKL are sites of the International Laser Ranging

Service (ILRS). MDVJ is included in EUREF GNSS Permanent Network (EPN). The results of

GNSS observations are accumulated at VNIIFTRI in hourly mode and, as well as SLR data, they

are used for rapid EOP evaluation. The direct results of SLR observations are transferred to the

Information and Analysis Center (IAC) monitoring GLONASS observations and to ILRS.

2.2 Moving to sites of new generation

The two new laser range finders ”Tochka” which meet the requirements SLR2000 were built

in Mendeleevo (VNIIVTRI) and Irkutsk (North-Eastern branch of VNIIFTRI). These laser range

finders have instrumental errors not exceeding a few millimeters for a single measurement and their
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declared characteristics were confirmed through preliminary tests (Baryshnikov et al, 2019).

3. GNSS ORBITS AND CLOCK DETERMINATION

By now, GPS and GLONASS satellites orbits and clock corrections are determined at VNI-

IFTRI. Data processing is performed in three regimes:

1) Final: orbits and clock combination obtained by several Russian and IGS AC (Bezmenov and

Pasynok, 2015);

2) Rapid: data processing of about 500 IGS and Russian sites for determination of own MMC

SSTF orbits and clock corrections (Bezmenov and Pasynok, 2017);

3) Ultra rapid: processing hourly RINEX d/n/g data received from about 500 IGS and Russian

sites and determination of own MMC SSTF orbits and clock corrections (Bezmenov, 2018);

Software for orbit /clock calculation in the first regime was entirely developed at VNIIFTRI. It

is based on a well-known algorithm (Beutler et al,1996).

The softwares for orbit/clock calculation in the other regimes are based on BERNESE GNSS

Software 5.2 developed at Astronomical Institute of the University of Bern (AIUB, Switzerland).

Additional program modules were developed at MMC SSTF. The BERNESE GNSS Software 5.2

shell is used to input parameters for all programs. Some additional program units and associated

panels were created. Test results obtained at VNIIFTRI for GLONASS satellites clock corrections

(ultra-rapid mode) in comparison with other AC are shown in Figure 1.

Figure 1: GLONASS Satellite clock corrections (PRN=R03) estimated at MMC SSTF in ultra

rapid mode: VNF estimated part, VNP prediction part derived from the previous day. Comparison

of estimated values of clock corrections with similar aposteriori values of other ACs and reference

values (REF). The reference values were formed as weighted average data of other ACs. The inter

daily jumps in ESA data were removed.
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4. SATILLITE ALTIMETRY PROCESSING

The software for determination deflection of vertical (DOV), geoid heights (GH) and gravity

anomalies (GA) has been also developed at VNIIFTRI. More informations can be found in (Tcyba,

2019).

5. EARTH ORIENTATION PARAMETERS EVALUATION

5.1 SLR and LLR processing for Earth orientation parameters evaluation

The daily processing of SLR Lageos-1 and Lageos 2 observations has been undertaken at MMC

SSTF. The results can be seen in Figure 2. The STD of pole coordinates xp and yp evaluation

with respect oto EOP C04 values are 0.08 and 0.1 mas respectively.

Figure 2: Comparison of SLR pole coordinates with EOPC04 values.

The modern program of UT1 evaluation based on Lunar Laser Ranging measurements was

created in the MATLAB environment (Tcyba and Volkova, 2019).

Whereas only ILRS LLR data are processed, program for processing the Altay LLR station

measurements has been set up. The main window interface of this software is shown in Figure 3.

5.2 VLBI processing for Earth orientation parameters evaluation

For VLBI data analysis VNIIFTRI uses the ARIADNA software package developed by V. Zharov

(2011). The version 4.11 of this software was finished and tested at the end of 2018 in the

framework of the VLBI AC operating both at SAI (Sternberg Astronomical Institute of the Moscow

State University) and VNIIFTRI. This version allows to read observation data in vgosDB format and

to create SINEX files for hourly sessions. The daily processing IVS VLBI data for EOP evaluation

are performed at VNIIFTRI now.

The comparison with other AC is showed in Figure 4.

5.3 GNSS processing for Earth’s orientation parameters evaluation

The GNSS processing of measurements and EOP evaluations are carried out using the BERNESE

GNSS software developed in Astronomical Institute of the University of Bern (AIUB, Switzerland).
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Figure 3: Main window of LLR UT1 software.

The actual algorithm was set up in 2006 with some changes (Kaufman, M., Pasynok S., 2010).

It is based on the so-called method of Precise Point Positioning (PPP) using phase measurements

with a-priori knowledge of precise satellites coordinates and onboard clocks biases for navigation

tasks. Then the values of UT1 and pole coordinates are calculated using the calculated instanta-

neous coordinates of stations and their catalogue values. Processing is carried out separately for

each daily session of measurements.

6. EARTH ORIENTATION PARAMETERS COMBINATION

Combination for operative EOP evaluation has been done at VNIIFTRI since 1955. Now two

types of EOP combination are maintained: combination at time raw level and combination at

normal equation level (see Figure 5).

6.1 Combination on EOP time raws level

Combination EOP at time raw level are calculated at VNIIFTRI by combining nine independent

individual EOP series provided by the following Russian analysis centers: VNF (VNIIFTRI), IAA

(Institute of Applied Astronomy), IAC (Information-Analytical Center of Russian Space Agency)

and SVOEVP (Russian Space Agency).

6.2 Combination on normal equation level

Combination EOP at normal equation level are calculated at VNIIFTRI by combining the SINEX

files, mostly provided by international services.

The core of SINEX combination program - SINCom software package - has been developed at

Institute of Applied Astronomy. The Perl scripts for automatisation of data preparation, realisation

of calculation strategy, prediction and forming results were developed at VNIIFTRI.

7. CONCLUSION

We have presented an overview of EOP production and its main developments at VNIIFTRI

in the frame of the Russian Main Metrological Center of Time, Frequencies and Earth Rotation
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Figure 4: AC BKG, IAA, USNO - AC SAI-VNIIFTRI UT1 differences.

Service. More information and data are in open anonymous access through www.vniiftri.ru and

ftp.vniiftri.ru.
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ABSTRACT. This work deals with validating the established approach of analyzing VLBI intensive

sessions to determine dUT1. VLBI sessions from the CONT17 campaign are chosen as they provide

continuous VLBI observations over two weeks (28th Nov - 12th Dec 2017) of the currently highest

quality. For the standard 24-hour sessions in this campaign, two different legacy networks were

involved, the legacy-1 network, which was entirely based on IVS network stations with global

distribution, and legacy-2 network involving VLBA and a few IVS network stations for the global

extension. In addition to these 24-hour sessions, two different IVS and one Russian intensive

sessions were observed every day during CONT17. The dUT1 determined from the intensive

sessions are compared with daily and hourly dUT1 from 24-hour sessions during this 15-day time-

frame. The results show that the dUT1 determined from intensive sessions do not show good

agreement with daily dUT1 from 24-hour sessions; however, it shows better agreement with hourly

dUT1.

1. INTRODUCTION

Very long baseline interferometry (VLBI) is a microwave-based space geodetic technique that

measures the difference in arrival time of signals from extra-galactic radio source (e.g., the Quasars)

received simultaneously at two or more radio telescopes. VLBI is one of the high precision space

geodetic techniques which can provide the full set of the Earth orientation parameters (EOP). The

EOP represent the link between the Terrestrial reference frame (TRF) and the Celestial reference

frame (CRF). The EOP consist of five angles, namely xp and yp the pole coordinates describing

the polar motion, UT1−UTC correcting the phase of the rotation angle Ω UT1(Ω is the nominal

Earth angular velocity), and celestial pole offsets (CPO) (dX,dY).

The International VLBI Service for Geodesy and Astrometry (IVS) normally conducts two types of

VLBI network sessions, 24-hour sessions, which are carried out about three days per week, and the

hour-long one-baseline intensives which are carried out daily. The intensives are used to determine

UT1-UTC on a daily basis, whereas the 24-hour sessions give the complete set of EOP several

times per week. The so-called dUT1 value is determined from the one-hour intensive VLBI daily

session carried out on one baseline. During the analysis of intensive session, parameters like dUT1,

single clock offset, and zenith wet delay are estimated whereas other parameters such as polar mo-

tion (PM), celestial pole offsets (CPO), station and source coordinates and tropospheric gradients

are fixed to their a priori values respectively. Such kind of parameterization is chosen as there are

not enough observations per parameter. Besides, the station coordinates cannot be estimated as

one baseline is insufficient to fix the degree of freedom of the terrestrial basis. As intensive sessions

contain observations during one hour, they give rise to correlations between CPO and terrestrial

pole coordinates. The dUT1, which is estimated from this approach, may contain inaccuracies.
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Whereas analyzing 24-hour VLBI sessions, the parameters which were fixed to their respective a

priori values in the approach mentioned above, are estimated in this approach. This is possible as

the 24-hour sessions contain multiple baselines and enough observations per parameter.

This can be validated by comparing dUT1 values derived from intensive sessions and 24-hour VLBI

sessions considering their different observation intervals through sub-daily parameterization. This

gives an idea of how different parameterization can affect dUT1 determination. For this work, we

chose the continuous VLBI campaign CONT17. Such campaign, that take place every three years

intend to have continuous VLBI observations over two weeks. The CONT17 campain differed from

the previous ones, as the observations were carried out by three independent networks: two legacy

networks observed at S/X band, one VGOS network performed broadband observing. During these

15 days, 24-hour sessions took place daily, along with two intensive sessions.

2. CONT17 campaign
The campaign began on Tuesday, 28th November 2017, at 00:00:00 UT, and it concluded on

Tuesday, 12th December 2017, at 23:59:59 UT. The geographical positions of the stations that

participate in this CONT17 campaign can be seen in Figure 1.

The number of observations during the CONT17 period are shown in Figure 2. The observations

in a single session in the legacy-1 network are around 10,000, and legacy-2 has around 15,000

observations. Besides, we have 5 VGOS sessions from 4th December to 8th December, and every

session has around 3000 - 4000 observations. The Badary-Zelenchk (Russian) intensives have

approximately 25 observations in a single session, and the Kokee-Wettzell (IVS) intensives have

around 18 observations except for four days where it has approximately 30 observations.
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Figure 1: Geographical representation of the stations of the various network. Legacy (S/X) stations

in VLBA network (marked as the red triangle), IVS network (marked as the blue triangle); VGOS

stations are represented by a Green circle; stations which participate in intensives are indicated by

a black cross and their baselines are represented by a black solid line.

3. METHODOLOGY

We will validate the credibility of the two methods, which estimate dUT1 from intensive and

24-hour sessions, respectively. The dUT1 is estimated using VieVs@GFZ software The dUT1

estimated from intensive sessions are compared with daily dUT1 and hourly dUT1 values derived
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from 24-hour sessions, respectively.

4. RESULTS

The Figure 3 shows a comparison of dUT1 estimated from two intensive baselines, i.e., Kokee-

Wettzell (IVS), and Badary-Zelenchk (Russian) during the 15 days. We can observe that dUT1

estimated from Russian intensives have higher formal errors as compared to IVS intensives. The

main reason for this is due to the different baseline length, and dUT1 is sensitive to a more extended

east-west baseline. Since Russian intensive (4405 km) has a shorter baseline than IVS intensive

(10358 km), resulting in higher formal errors in dUT1. Now, the dUT1 from the intensives are

N
ov 

27

N
ov 

28

N
ov 

29

N
ov 

30

D
ec

 0
1

D
ec

 0
2

D
ec

 0
3

D
ec

 0
4

D
ec

 0
5

D
ec

 0
6

D
ec

 0
7

D
ec

 0
8

D
ec

 0
9

D
ec

 1
0

D
ec

 1
1

D
ec

 1
2

D
ec

 1
3

D
ec

 1
4

Date

-100

-50

0

50

100

d
U

T
1
 [

s
]

dUT1

Figure 3: dUT1 from IVS and Russian intensives sessions; Magenta, cyan and black points repre-

sents dUT1 from IVS(INT-1), IVS(INT-2), and Russian intensives respectively.

plotted against daily dUT1 values from 24-hour sessions in the Figure 4. It can be observed that

the dUT1 values from intensives do not show good agreement with daily dUT1 values from 24-hour

sessions. The reason can be explained as most parameters are not estimated, i.e., fixed to a priori
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values when estimating dUT1 from intensives. The inaccuracies present in the a priori values of

fixed parameters, it will propagate in dUT1 determination.

As can be seen in Figure 5, the dUT1 estimated from the intensives are plotted against hourly dUT1

estimated from 24-hour sessions. Even in this case, the dUT1 from intensives does not show a

good agreement with dUT1 from 24-hour sessions. For further investigation, the root mean square

of the difference between dUT1 from intensives and 24-hour session were taken. It was found that

dUT1 from intensives (IVS and Russian) show slightly better agreement (7 percent) with hourly

dUT1 than daily dUT1 from the 24-hour sessions. This can be because the sub-daily variations are

accounted in hourly dUT1 values from the 24-hour sessions.

N
ov 

27

N
ov 

28

N
ov 

29

N
ov 

30

D
ec

 0
1

D
ec

 0
2

D
ec

 0
3

D
ec

 0
4

D
ec

 0
5

D
ec

 0
6

D
ec

 0
7

D
ec

 0
8

D
ec

 0
9

D
ec

 1
0

D
ec

 1
1

D
ec

 1
2

D
ec

 1
3

D
ec

 1
4

Date

-100

-50

0

50

100

d
U

T
1

 [
s

]

dUT1

Figure 4: dUT1 from intensives and 24-hour sessions (daily). Blue, red and green lines represent

daily dUT1 derived from IVS, VLBA and combined network respectively. Magenta, cyan and black

points represent dUT1 from IVS(INT-1), IVS(INT-2), and Russian intensives respectively.
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5. CONCLUSIONS

The dUT1 values derived from intensives and 24-hour sessions show differences that can exceed

the formal errors. The dUT1 obtained from intensive sessions show approximately 7 percent better

agreement with hourly dUT1 of the CONT17 campain as compared to daily dUT1 from 24-hour

sessions.
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ABSTRACT. We present the combined processing of GNSS and VLBI normal equations produced

at the IERS technique centers. The DYNAMO sofware allows to obtain the combined solution

for EOP and station coordinates, along with the corresponding intra-technique VLBI and GNSS

solutions. The combined GNSS/VLBI solution seems to be more robust than the intratechnique

ones. First the EOP are better decorrelated, second sub-monthly nutation and UT1 have a better

stability.

INTRODUCTION. At SYRTE, thanks to the IERS COL Working Group (Polet, 2011), we have

developed a combined treatment of normal equations produced respectively by the International

GNSS Service (IGS) and International VLBI Service (IVS). This approach allows to determine the

EOP on a daily basis, pole coordinates (x,y) and associated rates (xr,yr), Universal Time UT1 and

length of day offset LOD, and nutation offset with respect to IAU2000A/2006 precession-nutation

model (dX,dY), simultaneously with station coordinates constituting the terrestrial frame (TRF)

and possibly the quasar coordinates constituting the celestial frame (CRF). The process of such a

combination is presented and results over the period 2000-2019 are analyzed.

1. STRATEGY

1.1 Pre-processing Before the combination, we apply a pre-processing to the GNSS and

VLBI Sinex files - containing the normal equations - according to the top of Figure 1. This step

rebuilds the GNSS and VLBI normal equations using IGS/IVS combination solution Sinex files.

The normal equations are stacked on a weekly basis. For estimating the systematic effects of the

GNSS/VLBI networks with respect to the International Terrestrial Reference Frame (ITRF), we

introduced the systematic Helmert parameters: translation and scale factor for GNSS networks,

scale factor for VLBI (Polet, 2011).

1.2 Processing

The weekly normal equations generated by the afore-mentioned pre-processing with the sys-

tematics parameters (magenta square for GNSS et green square for VLBI in Figure 1) are stacked

using the Helmert weighting algorithm (Sahin, 1992). The common parameters are the pole co-

ordinates, pole rate and LOD. Moreover minimal constraints are applied on GNSS network: No

Net Translation (NNT), Scale (Sc), No Net Rotation (NNR). For VLBI network we apply local

ties for colocalized GNSS stations. A least square inversion is performed on the system composed

of the normal equations and of the constrain relations on a weekly bases to determine the EOP,

the GNSS and VLBI station positions, the Helmert parameters, and the geocenter coordinates.

We also perform the mono-technique inversion (without local ties for VLBI) for evaluating the

performances of the GNSS/VLBI combination.

Bottom part of the Figure 1 synthesize this combination strategy

2. DATA AND PARAMETERS

The interval of twenty years covers the period from January 2000 until July 2019. The daily

GNSS Sinex in the covariance matrix format are uploaded from ftp://igs.ign.fr (5513 daily
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Figure 1: GNSS and VLBI intra and inter technique processing

files). The VLBI Sinex in normal matrix format are uploaded from ftp://cddis.gsfc.nasa.gov

(2585 sessions XA and XE).

In Figure 2 we report the common Earth Orientation Parameters that can be estimated from

VLBI and GNSS observations: pole coordinates (XPO, YPO), polar rates (XPOR,YPOR), length

of day offset LOD.

Figure 2: GNSS and VLBI common EOP parameters and their a-priori in the GNSS/VLBI Sinex

files

3. EOP SOLUTIONS

All EOP are determined at midday. The EOP intra-technique solutions (GNSS and VLBI)

and corresponding GNSS/VLBI combined solution (COMB) are compared with the IERS EOP

series 14C04 interpolated at midday. Table 1 reports the mean and standard deviations of the

paired differences with respect to the 14C04 time series over the period 2000-2019. The nutation

Table 1: EOP Solution Comparison wrt C04

xp (µas) yp (µas) lod (µs) dX (µas) dY (µas) UT1 (µs)

VLBI -133±126 -15±117 2±18 -3±45 -1±68 8.6±19.3

GNSS -10±32 16±35 0±20 - - -

COMB -13±32 18±35 0±17 1±60 -6±73 8.9±19.3

offsets (with respecto to the IAU 2000 model) of the GNSS/VLBI combined solution are plotted
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in Figure 3 along with the reference series C04 for the period 2000-2019. COMB shows larger

discrepancies than the intra-technique VLBI solution. It could be due to the limitation of VLBI

observations to the XA and XE VLBI sessions. The stability of the nutation offsets for GNSS,

Figure 3: Nutation offsets with respect to IAU2000 model: combined GNSS/VLBI solution

(COMB) and reference solution (C04)

VLBI and GNSS/VLBI combination is investigated in light of the overlapping Allan deviation. This

one is plotted in the left part of Figure 4. It shows that the combination nutation corrections

have a stronger stability at sub-monthly periods, but this one is downgraded beyond 3 years. For

the residuals UT1 wrt C04, the right part of Figure 4 shows that the combination significantly

reinforces the stability in regard to the pure VLBI solution. This could results from a stabilization

of the VLBI network through local ties. The EOP correlations between EOP are extracted from

Figure 4: Nutation offsets stability for the VLBI and combined solution (left plot) / UT1 wrt C04

residuals for VLBI and combined solution (right plot)

the covariance matrix of the solutions. For all parameters a significant diminution of correlation is
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noticed for COMB compared to the VLBI solution. The Figure 5 shows that the correlations of

nutation offsets dX and dY with the others EOP decrease for COMB EOP solution.

Figure 5: Correlations between nutation offsets dX and dY with the others EOP, VLBI only and

combined solution (COMB)

4. STATION SOLUTIONS

The station coordinates are estimated simultaneously with EOP. As an example, the X, Y, Z

displacements of the colocated GPS and VLBI stations of TIGO and WESTFORD are shown in

Figure 6 and the RMS of the displacement for 6 stations are reported in Table 2. The positions

are estimated at midday on Wednesday for the period 2000-2019.

Figure 6: X, Y, Z displacements of GPS/VLBI colocated stations of TIGO and Westford

Table 2: RMS (mm) of the 3D displacment for 6 VLBI/GPS colocated stations, period 2000-2019

Station TSUKUBA FAIRBANKS TIGO WETTZELL WESTFORD HOBART

VLBI 11.4 7.5 18.2 6.0 8.0 18.0

GPS - - 4.7 2.8 2.9 6.0

Over the period 2000-2019, the systematic effects of GNSS and VLBI station network are

estimated on Wednesday. The Figure 7 shows weekly estimation of these parameters for the GPS

(magenta) and VLBI (blue) station networks respectively.
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Figure 7: Systematic effects for GPS and VLBI station networks

The Table 3 brings together the means and rates of these weekly systematic parameters,

translation and scale for GPS station network and scale factor for VLBI station network.

Table 3: Systematic effects for GPS and VLBI station networks, means and rates wrt ITRF for

the period 2000-2019

Tx (mm) Ty (mm) Tz (mm) Sc (mm)

GNSS -0.185 ±0.709 -0.136 ±0.376 -0.028 ±1.021 -0.979 ±0.689

rate (mm/y) +0.031 -0.0006 -0.010 -0.767

VLBI +3.624 ±4.205

rate (mm/y) -1.558

5. CONCLUSION

At SYRTE, an operational chain, based on the CNES/GRGS DYNAMO software, allows to

combine GNSS and VLBI observations at the normal equation level (SINEX files from IERS tech-

nique centers). The results show a good consistency with ITRF14 and could be useful to control the

consistency of the IERS C04 series with respect to the ITRF. Nutation offsets stability is improved

for sub-monthly periods and UT1 stability is slightly better than C04 beyond a few year. Correla-

tions between EOP are significantly reduced, suggesting that such a combined treatment is more

robust. Obtained EOP are consistency with the ITRF, and freed of network effects. For densifying

the EOP, all VLBI sessions have to be included. In the near future, this process will be extended to

the SLR technique, and the quasars coordinates (CRF) will be simultaneously estimated with the
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EOP and station coordinates.
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ABSTRACT. The prediction of the Earth’s orientation (EOP) parameters is especially important

in the tasks of operational determination of the ERP. The Data Analysis Center of IAA RAS uses

its own ERP forecast, which was developed and tested for the IAA EOP service in 1996. Since

then, only minor changes regarding the nutation forecast (and the coordinates of the celestial pole)

were applied. The algorithm is distinguished by high reliability and acceptable forecast quality. The

accuracy of the prediction has not been evaluated since its introduction into the ERP service. In

this regard, in the light of the increasing requirements for the accuracy of determining the EOP, it

has become necessary to estimate the real accuracy of the forecast used. In the work, the accuracy

of the prediction of the ERP used in the IAA is estimated.

1. ERP FORECASTING TEHNIQUE AT THE IAA RAS

The Data Analysis Center of IAA RAS (IAA AC) uses its own EOP forecast, which was imple-

mented in the IAA EOP service in 1996. Since then, only minor changes have been made regarding

the nutation forecast (and the coordinates of the celestial pole). The algorithm is distinguished

by high reliability and acceptable forecast quality. The algorithm is rather reliable and has an ac-

ceptable forecast quality. The forecasting method is based on a combination of the deterministic

and stochastic component of the EOP series (Malkin and Skurikhina, 1996). The deterministic

component consists of polynomial and seasonal parts. To predict the stochastic component, the

method of autoregression of the integrated moving average (ARIMA) is used. For each parameter

(coordinates of the Earth’s Pole, Universal Time, Nutation Parameters), its own order of autore-

gression and moving average is used, as well as its own length of the reference interval, on which

the parameters for further forecasting are determined. The accuracy of the forecast has not been

evaluated since its implementation in the EOP Service. In this regard, in the light of increasing

requirements for the accuracy of the determination of EOP, it became necessary to evaluate the

accuracy of the forecast of EOP. This is the purpose of this work.

2. DATA USED AND COMPARISON WITH IERS RESULTS

Since the IAA AC did not continuously archive the EOP series generated using their own

forecasts, it was decided to use the data from the weekly IAA RAS EOP Bulletins, which have

been published at the IAA RAS web page since 2005 year (http://iaaras.ru/dept/lsger/eop),

to evaluate the quality of the prediction. The IAA RAS EOP Bulletins calculates once a week by

Thusday.

The bulletin contains one month long EOP time series calculated from VLBI, SLR and GNSS

observations and provides a one year long EOP prediction for the rs.dat time series based on SLR

data.

It turned out that the forecast step in some of bulletins is different, in most cases the forecast

for up to 10 days is given in steps of 1 day, for a number of EOP rs.dat, then up to 75 days the

step is 5 days, up to 200 days – 10 days, then – 15 days, in some Bulletins a failure of this order is

observed, therefore the number of points for the forecast of one length may differ (Table 1). The
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forecast accuracy was determined as the RMS of the differences of the forecast and the real series.
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Figure 1: xp forecast accuracy of the rs.dat series up to 60 days (left) and up to 1 year (right)

Figures 1–3 shows the estimates of the accuracy of the EOP forecast obtained from the IAA

EOP Bulletins based on a comparison with the real series. The figure shows the accuracy estimates

by year for all available Bulletins from the 2005 till 2017 year. The figures divided at two parts in

agreement with time scale: the estimates of forecast accuracy up to 1 year are presented at the

right parts and the estimates of forecast accuracy up to 60 days are presented at the left parts of

the Figures. It should be emphasized that the EOP rs.dat series is based on the analysis of SLR

observations and its accuracy differs from the accuracy of the IERS EOP series; therefore, this

comparison is not entirely correct, but gives some insight about the accuracy of the prediction.

It is necessary to evaluate the accuracy of the forecast of IERS EOP time series by another method.

Tables 1, 2, 3 compares our estimates of the accuracy of the ERP prediction (for rs.dat EOP

time series) and estimates of the ERP forecast of the IERS Rapid Service Prediction Centre (data

from annual IERS reports for the years 2005–2018 1) for x pole position xp, y Pole position yp and

Universal Time UT1 − UTC respectively. The Lenght of Prediction is designed as LP .

1https://www.iers.org/IERS/EN/Publications/AnnualReports/AnnualReports.html.
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Figure 2: yp forecast accuracy of the rs.dat series up to 60 days (left) and up to 1 year (right)
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Figure 3: UT1-UTC forecast accuracy of the rs.dat series up to 60 days (left) and up to 1 year (right)

LP 1 day 5 days 10 days 20 days 40 days 90 days

IERS IAA IERS IAA IERS IAA IERS IAA IERS IAA IERS IAA

2016 0.34 0.85 2.09 2.84 3.52 5.50 6.85 8.36 7.52 14.67 7.94 24.63

2015 0.34 2.19 2.02 1.88 3.42 3.34 5.50 5.94 9.34 10.71 N/A 24.36

2014 0.31 0.49 1.68 2.40 3.14 3.51 5.50 7.19 10.1 14.36 21.7 26.83

2013 0.33 1.43 1.81 3.19 3.46 6.26 6.75 12.20 12.9 22.68 23.8 42.26

2012 0.35 0.35 2.01 1.98 3.92 4.40 7.52 7.94 13.7 13.22 22.1 25.06

2011 0.39 0.54 2.22 2.85 4.01 4.62 6.72 9.48 11.9 14.48 26.6 27.48

2010 0.46 0.53 2.20 2.33 4.49 5.54 8.33 10.46 14.7 20.10 21.0 32.58

2009 0.43 1.41 2.04 2.91 3.49 4.59 5.85 8.43 10.2 14.49 17.6 22.25

2008 0.38 0.48 1.86 1.97 3.38 3.93 5.70 7.56 10.6 10.94 23.4 16.54

2007 0.42 1.01 2.06 3.01 3.75 5.50 6.92 10.45 12.1 19.44 15.3 36.22

2006 0.42 0.42 2.33 2.65 4.44 6.59 8.25 10.32 16.3 20.51 33.5 64.66

2005 0.44 0.28 2.44 2.53 4.13 5.95 6.82 11.64 11.9 23.75 25.2 49.74

Table 1: xp forecast accuracy (mas)
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LP 1 day 5 days 10 days 20 days 40 days 90 days

IERS IAA IERS IAA IERS IAA IERS IAA IERS IAA IERS IAA

2016 0.25 0.83 1.38 2.16 2.49 4.18 4.50 8.33 8.16 16.02 15.2 24.42

2015 0.24 0.41 1.18 1.46 2.01 2.88 3.09 6.48 4.69 12.44 N/A 27.78

2014 0.23 0.54 1.18 2.00 2.00 3.53 3.34 7.58 5.32 13.74 12.1 26.54

2013 0.23 0.91 1.22 2.10 1.94 3.77 2.66 7.44 4.12 14.03 16.5 29.00

2012 0.25 0.29 1.35 1.65 2.76 3.16 5.66 6.19 11.3 10.93 24.4 18.07

2011 0.28 0.55 1.37 1.99 2.49 2.28 4.71 3.75 9.13 16.65 17.7 42.04

2010 0.29 0.47 1.35 2.18 2.33 3.44 4.26 7.56 9.11 15.02 23.3 34.57

2009 0.29 0.72 1.26 2.02 2.34 3.76 4.16 6.83 7.00 12.51 13.9 27.41

2008 0.31 0.66 1.38 1.91 2.42 4.09 4.27 7.30 6.94 15.64 7.81 24.74

2007 0.33 0.96 1.33 2.51 2.27 4.42 4.26 9.39 8.47 18.62 17.7 37.10

2006 0.36 0.43 1.51 2.26 2.55 4.71 4.72 9.89 9.14 20.05 18.7 43.10

2005 0.37 0.23 1.70 2.04 2.77 4.65 4.56 9.43 8.32 20.14 18.9 48.23

Table 2: yp forecast accuracy (mas)

LP 1 day 5 days 10 days 20 days 40 days 90 days

IERS IAA IERS IAA IERS IAA IERS IAA IERS IAA IERS IAA

2016 0.131 0.171 0.223 0.463 0.663 1.508 2.00 3.88 4.52 7.30 9.13 20.63

2015 0.073 0.317 0.207 0.745 0.567 1.147 2.32 3.21 5.90 6.67 17.25 19.19

2014 0.058 0.234 0.204 0.792 0.481 1.342 1.61 1.94 4.51 4.36 14.3 11.29

2013 0.058 0.132 0.214 0.628 0.525 1.350 1.88 2.99 2.82 4.42 8.49 13.68

2012 0.063 0.060 0.256 0.368 0.662 1.235 2.22 3.38 5.77 5.46 10.8 7.48

2011 0.054 0.077 0.305 0.484 0.776 1.120 1.99 3.09 3.62 7.35 13.6 13.7

2010 0.075 0.094 0.308 0.548 0.718 1.391 2.17 3.94 5.09 9.59 7.90 18.00

2009 0.112 0.327 0.366 0.541 0.757 1.172 1.72 3.15 5.61 7.47 17.4 17.57

2008 0.126 0.110 0.375 0.501 0.718 1.216 2.08 2.70 5.63 5.04 N/A 14.36

2007 0.141 0.312 0.452 0.642 0.921 1.556 3.29 4.14 7.77 8.78 13.4 22.27

2006 0.147 0.083 0.518 0.480 1.060 1.603 3.11 3.74 6.88 6.27 22.1 17.21

2005 0.127 0.064 0.380 0.337 0.935 1.222 3.30 2.80 5.98 4.22 7.61 7.02

Table 3: UT1− UTC forecast accuracy (ms)
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DETERMINATION OF EARTH ROTATION PARAMETERS
BY SLR AT MMC SSTF / FSUE VNIIFTRI

E. N. TCYBA 1, O. A. VOLKOVA 2

1 National Research Institute for Physical-Technical and Radio Engineering Measurements

141570, Mendeleevo, Moscow Reg. - RUSSIA - tsyba@vniiftri.ru
2 Mosengineering Group LLC,125502, Moscow - RUSSIA

ABSTRACT. At the end of 2014, the MMC SSTF completed the development of a program

for determining the Earth Rotation Parameters (ERP) by SLR. Since 2017 a new software based

upon neural network models permits to perform regular operational ERP determinations with an

accuracy matching the modern requirements. The paper presents the results obtained for pole

coordinates.

1. INTRODUCTION

The Federal State Unitary Enterprise (FSUE) ”All-Russian Research Institute of physico-

technical and radio-technical measurements” (VNIIFTRI) is one of the leading national institutes

of metrology in Russia. One of the main divisions of the Institute is the Main Metrological Centre

of State Service for Time, Frequency and Earth Rotation Parameters (ERP) evaluation (MMC

SSTF). Now the East-Siberian Branch of VNIIFTRI in the city of Irkutsk operates 2 SLR sta-

tions, namely ”Mendeleevo 1874” and ”Irkutsk 1891”, displayed in Figure 1, with the followings

characteristics:

– Operating wavelength 0.532 micron;

– Frequency 300 Hz;

– Pulse duration of 250 ps;

– Pulse energy 2.5/2.7 mJ;

– Beam divergence 712 arcsec;

– The diameter of the receiving aperture and TV Guide 25 cm. SLR stations produced in Russia

in 2011. VNIIFTRI use SLR stations together with:

– Time and frequency state standards in Mendeleevo UTC(SU);

– State standard of length in Mendeleevo;

– Secondary time and frequency standard in Irkutsk city.

Additional equipment:

– Mobile laboratory with mobile TWSTFT station and active H-maser;

– Fixed TWSTFT station in Mendeleevo;

– Standard of comparison: Leica TDA 5005.

The main purposes ofoperating laser ranging at VNIIFTRI are Time and frequency transfer and

ERP determination.

2. DETERMINATION OF THE PARAMETERS OF THE EARTH’S ROTATION

The Main Metrological Centre of State Service for Time, Frequency and ERP evaluation was

founded based on the Head office of the unified time service and has been actively esimated the

ERP based on the combination of the entire measurement data since 1955.

The ERP activities at VNIIFTRI can be grouped in four basic topics:
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Figure 1: Stations ”Mendeleevo 1874” (left) and SLR station ”Irkutsk 1891” (right)

– processing GNSS, SLR , LLR [1,2] and VLBI observation data for ERP evaluation;

– combination of ERP series for evaluation of reference ERP values (on the ERP level and obser-

vation level);

– combination of GLONASS/GPS satellites orbit/clock;

– providing GNSS and SLR observations at five metrological sites acting under the auspices of

Federal Agency on Technical Regulating of Metrology (ROSSTANDART).

The regular computing of ERP from the Satellite Laser Ranging (SLR) measurements started

in the MMC SSTF in 1995. In 2010 the processing of SLR measurements had to be suspended

due to technical reasons. The processing of laser measurements in VNIIFTRI has been resumed in

2015.

At this time ILRS Network includes about 40 stations. Thirty of them, listed in Table 1, are

dedicated to ERP estimation.

Table 1 List of ILRS station which measurements were used for ERP calculation

Monument Location Name, Country Monument Location Name, Country

1873 Simeiz, Russia 7328 Koganei, Japan

1874 Mendeleevo, Russia 7405 Concepcion, Chile

1879 Altay, Russia 7406 San Juan, Argentina

1884 Riga, Latvia 7501 Hartebeesthoek, South Africa

1891 Irkutsk,Russia 7810 Zimmerwald, Switzerland

1893 Katzively, Ukraine 7821 Shanghai, China

7080 McDonald Observatory, Texas 7824 San Fernando, Spain

7090 Yarragadee, Australia 7825 Mt Stromlo, Australia

7105 Greenbelt, Maryland 7838 Simosato, Japan

7110 Monument Peak, California 7839 Graz, Austria

7119 Haleakala, Hawaii 7840 Herstmonceux, United Kingdom

7124 Tahiti, French Polynesia 7841 Potsdam, Germany

7237 Changchun, China 7845 Grasse, France

7249 Beijing, China 7941 Matera, Italy

7308 Koganei, Japan(CRL) 8834 Wettzell, Germany
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3. RESULTS

The pole coordinates xp and yp are estimated from the combination of Lageos 1 and Lageos

2 SLR data over the year 2019. Their offsets with respect to the C04 series provided by the

International Earth Rotation and Reference System Service (IERS) and presented in Figure 2 (xp)

and Figure 3 (yp) show standard deviations at 0.08 mas level.

In 2017, the development of a new software module for determining ERP from SLR, LLR as

well as GNSS measurements by using neural network models has been completed. This software

module made it possible to increase the accuracy of ERP determination from SLR and GNSS

data by 12-20%. Tests were carried out in the frame of the VNIIFTRI, IAA (Institute of Applied

Astronomy) and IAC (Information and Analytical Center of the Russian Space Agency). In order to

integrate the programme into the service activity the only thing left to do is to overcome a series

of technical issues.

Figure 2: Offsets between calculated xp pole coordinates and IERS C04 values.

Figure 3: Offsets between calculated yp pole coordinates and IERS C04 values.
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4. CONCLUSIONS

A new programme for determining the Earth Rotation Parameters (ERP) from SLR, LLR and

GNSS measurements has been developed. Neural network models can increase the accuracy of

ERP by an average of 12-20%. Now, the pole coordinates obtained fromh SLR data have an

accuracy approaching the one of the reference series of the IERS.

5. REFERENCES

Tcyba E.N., Vostrukhov N.A., 2018, ”Improvement of means for processing data of measurements

of SLR and LLR in MMC SSTF”, Proceedings of the Institute of Applied Astronomy RAS 45,

pp. 120–123

Tcyba E.N., 2016, ”Calculation of the Earth rotation parameters by the results of the SLR of the

International ILRS network”, Proceedings of the Institute of Applied Astronomy RAS 38, pp.

66–70.

162



Session III

ICRF AND ASTROGEODESY

163



164



THE FUNDAMENTAL REFERENCE AGN MONITORING
EXPERIMENT (FRAMEX)

B. DORLAND1, N. SECREST1, M. JOHNSON1, T. FISCHER2, N. ZACHARIAS1,

J. SOUCHAY3, S. LAMBERT3, C. BARACHE3, F. TARIS3

1 U.S. Naval Observatory, Washington, DC - USA

bryan.dorland@navy.mil, nathan.secrest@navy.mil, megan.johnson@navy.mil,

norbert.zacharias@navy.mil
2 Space Telescope Science Institute, Baltimore, MD - USA - tfischer@stsci.edu
3 Observatoire de Paris, PSL Research University, UMR8630 CNRS - France

jean.souchay@obspm.fr, sebastien.lambert@obspm.fr, christophe.barache@obspm.fr,

francois.taris@obspm.fr

ABSTRACT. The U.S. Naval Observatory (USNO), in collaboration with Paris Observatory

(OP), is conducting the Fundamental Reference AGN Monitoring Experiment, or FRAMEx. FRAMEx

will use USNO’s and OP’s in-house observing assets in the radio, infrared (IR) and visible, as well

as other ground- and space-based telescopes (e.g., in the X-ray) that we can access for these pur-

poses, to observe and monitor current and candidate Reference Frame Objects (RFOs)—consisting

of Active Galactic Nuclei (AGN)—as well as representative AGN, in order to better understand as-

trometric and photometric variability at multiple timescales. FRAMEx will improve the selection of

RFOs as well as provide significant new data to the AGN research community. This paper describes

the FRAMEx objectives, specific areas of investigation, and the initial data collection campaigns.

1. INTRODUCTION AND BACKGROUND

The International Celestial Reference System (ICRS) is the standard reference system for defin-

ing position and motion of celestial objects. It is currently realized by the International Celestial

Reference Frame 3 (ICRF3), which consists of Very Long Baseline Interferometry (VLBI) measure-

ments of a total of 4536 extragalactic radio sources (Charlot, et al. 2020). These are primarily

Active Galactic Nuclei (AGN), which are Supermassive Black Holes (SMBH) at the centers of

galaxies, with a typical redshift of z = 1.0. (Fey & Charlot 2000, Charlot, et al. 2020, Souchay,

et al. 2019)

ICRF3 was adopted as the international standard by the International Astronomical Union (IAU)

on 1 January 2019 (Lago 2019). It is the first multi-wavelength reference frame to be adopted

by the IAU, with observations in S/X (4536 sources), K (824 sources), and X/Ka (674 sources).

Of these sources, 303 are considered “defining sources,” which are distributed quasi-isotropically

over the entire sky, and set the rotation of the reference frame. The remaining sources are used to

densify the resultant reference frame. ICRF3 is assessed to have a mean defining source position

uncertainty of 30 µas in DEC and 3 µas in RA, with a per-source positional noise floor of 30 µas

(Charlot, et al. 2020).

Nearly simultaneous with the release of ICRF3, the European Space Agency (ESA) Gaia mission,

using AGN previously identified in the IR from NASA’s Wide-field Infrared Survey Explorer (WISE)

mission (Secrest, et al. 2015), produced an optical catalog of over 500k AGN (including ICRF3

sources) accurate to the 1 mas level or better (Mignard, et al. 2018). Ultimately, Gaia aims to

produce an optical reference frame at the few tens of µas accuracy per source, comparable to the

ICRF3.

With realizations of the ICRS now effectively in four different wavelengths, it will be the respon-
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sibility over the next decade, as new data are taken, of the Celestial Reference Frame community—

including the IAU and the International Earth Rotation and Reference Systems Service (IERS)—to

ensure that the integrated reference frame is both accurate and aligned properly across wave-

lengths. As new and improved instrumentation becomes available for observing reference frame

objects, these new capabilities should be deployed to identify the most stable and accurate candi-

date objects across wavelengths, and to deselect objects that are unstable or otherwise problematic.

In doing so, a much better understanding of the underlying astrophysics of AGN will be enabled.

2. REFERENCE FRAME OBJECTS: ISSUES AND QUESTIONS

As described in section 1, the underlying reference frame is realized by over four thousand

reference frame objects (RFOs) (i.e., AGN) in the radio observed at three different frequencies,

and half a million observed in the visible. How accurate are these observations? How do positions

measured in one wavelength compare to positions measured in a different one? These positions

were measured in different epochs using different classes of instruments: how do the positions

change in time due to physical changes of the sources, differences at the measurement instrument,

or differences in observing epochs?

A significant amount of work has already gone into exploring issues associated with apparent

offsets of astrometric positions measured in different wavelengths. These include Zacharias &

Zacharias (2015), which observed a number of positional offsets between radio and optical positions

that significantly exceeded (> 3σ) offsets expected due to measurement errors; Makarov et al.

(2019) found that 20%, rather than the expected 1%, of RFOs exceeded a normalized radio-

optical offset of 3; Roland, et al. (2019) argued for the effects of binary black holes on the

apparent radio position “noise” of RFOs; and Petrov, et al. (2019) found a significant correlation

between radio-optical offsets and the direction of the ostensible AGN jet as observed in the radio.

These all point to aspects of the problem of variability in position between wavelengths and in

time, and to possible “clutter” causing offsets in the measured positions of AGN in one or more

wavelengths.

The goal of the Fundamental Reference Frame AGN Monitoring Experiment (FRAMEx) is

to observe and constrain the astrometric position of RFOs by monitoring both the astrometry

and photometry of RFOs and other, representative AGN across multiple wavelengths, spanning

extended time periods, and at a variety of different temporal frequencies. FRAMEx will probe

possible correlations between photometric variability across the spectrum and astrometric position

variability. Specific areas of issues and questions to be probed include:

• Source of RFO/AGN emissions. What physical processes are responsible for the emis-

sions observed at different wavelengths? What are the magnitudes of the offsets measured

in different bands or frequencies? What are the dependencies of these positions and off-

set considerations such as the resolving power or sensitivity of the instrument? What are

contributions from possible sources of offset such as:

– Confused foreground or background sources of emission and in situ sources of offset

such as off-nuclear AGN, host galaxy structure and brightness

– Confusion or blending of discrete sources

– Different sources of emission as a function of wavelength

– Narrow Line Region (NLR) emission and AGN outflows

– Wavelength-dependent line-of-sight AGN obscuration

– Emission from extended radio jets.
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• Photometric and astrometric variability. What is the time-dependent astrometric and

photometric behavior of the sources of AGN emission defined previously? What timescales

are relevant for variability? What are the correlations between astrometric and photometric

variability, and what does this tell us about what is going on at the AGN, in the host galaxy

environment, the intervening intergalactic medium, or even our local observing conditions?

• Binary/Multiple SMBH population, orbital characteristics, and resultant phenomenol-

ogy. What is the population of binary (or multiple) SMBHs? For binary or multiple SMBHs,

what critical phenomenologies reveal their presence or allow us to determine their physical

parameters? What are the range of parameters (e.g., orbital periods and distances) ob-

served? Are there binary systems in which the VLBI counterpart is one AGN while the Gaia

counterpart is the other?

• Possible RFO proper motion. What is the explanation of the (apparent) large proper motion

of AGN as observed in Gaia DR2?

3. FRAMEX AGN AND HOST GALAXY DISTANCE SCALES

In order to understand what can and can’t be observed (and, therefore, what astrophysics can

be probed by FRAMEx), we first consider the spatial scales associated with the observations. As

noted in section 1, the “typical” AGN used as an RFO is at z = 1.0. This translates to an angular

size distance DA ≈ 5× 109 light years (see various cosmological calculators, such as http://www.

astro.ucla.edu/˜wright/CosmoCalc.html and associated references). Typical distances for a

“Milky Way”-type galaxy are shown in Figure 1, along with the angles subtended for an angular

size distance DA ≈ 5 × 109 light years corresponding to z = 1.0. The inset in the upper center

shows the neighborhood around the AGN with the major features of the AGN noted. Distances for

the features are taken from Ricci (2020). To put this configuration in scale, the event horizon is

solar-system sized; the accretion disk is the size of the Sun’s Oort cloud, and the torus is on the

scale of stellar distances in our local region of the Galaxy. The Narrow Line Region is much more

extended, going out to as far as ≈ 300 pc from the central AGN. Different radiative processes

(both emission and absorption) are associated with each of these features, and all of them will

contribute or affect the measured position of the AGN as a function of both wavelength and time.

Beyond the AGN features, the scale of the host galaxy is shown. The central bulge is about 2

kpc, the disk diameter is 20 kpc, and the halo is 30 kpc. Satellite galaxies are approximately 50

kpc from the core of the host galaxy of the AGN, and nearby galaxies of comparable size are 800

kpc distant. Each one of these regions may contain sources of emission or absorption that affect

the measured position of the central AGN as a function of both wavelength and time.

Table 1 captures this information for each of the AGN and host galaxy features. Because these

features span nine orders of magnitude in distance, different “natural units” are associated with

the different features. These are included in the table where they are considered useful. Also

included is the subtended angle, calculated using DA. The final two columns on the right indicate

what instruments, if any, are capable of measuring either the astrometric position of the AGN or

resolving the relevant feature. Photometric accuracy is driven primarily by the sensitivity of the

instrument and integration time of the observation, but is also affected by blending of sources that

only high resolution may be able to resolve.

Figure 2 displays the orbital periods for three binary AGN configurations as a function of

apparent angular separation for z = 1.0. The three configurations consist of 106, 109 and 1010M⊙
pairs of SMBHs, respectively. The relevant features from Figure 1 and Table 1 are shown along

the top, and representative instrument capabilities for astrometric measurements and resolved

images. This figure clarifies a few key concepts: first, orbital motion will only be detectable over
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Figure 1: Relevant distances scales for “typical” (z = 1.0) RFO AGN. Angular equivalents assume

a distance of 5 × 109 light years. Host galaxy similar to Milky Way is shown, with central box

indicating the AGN core region. Figure not to scale. Inset taken from C. Ricci’s website, http://

www.isdc.unige.ch/˜ricci/Website/Active˙Galactic˙Nuclei.html.

the timescales accessible to FRAMEx for the largest and closest pairs of binary AGN. Second, the

array of instruments available to us for probing scales down to the NLR is limited; spatial scales for

the AGN (e.g., torus, accretion disk, event horizon), will require new, more precise instrumentation

to be developed. VLBI in general and the VLBA specifically are critical to probing spatial scales

smaller than the bulge, and are able to resolve components that would be blended in other types

of observations. VLBI, because of the much narrower resolution element, also offers the highest

astrometric resolution for single measurements, being sensitive to measurements at scales that

probe the narrow line region.

4. INITIAL AREAS OF INVESTIGATION

FRAMEx will utilize the instrumentation available to the U.S. Naval Observatory and the Paris

Observatory, as part of the collaboration activity. This includes 1 and 2-m class optical and near

infrared (NIR) telescopes operated by both USNO and OP in a variety of locations, as well as both

the UK Infrared Telescope (UKIRT) and the Very Long Baseline Array (VLBA). Additional obser-

vations will be conducted using instruments that are accessed on a case-by-case basis, including

both ground- and space-based telescopes requiring proposals.

The initial areas of investigation will focus on the following:

• Volume-limited sample of AGN The “volume limited AGN sample” will concentrate on
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Table 1: Typical distances for AGN-related and host galaxy features for a Milky Way-type galaxy

in a “Local Group”-like cluster, from Figure 1. Features are show in column 1, with (r) indicating

a radius, and (s) a separation. Distances are shown in columns 2–6, with the equivalent angular

plane-of-sky separation shown in column 6. Columns 3 and 4 refer to “light days” and “light years”.

Columns 7 and 8 indicate the class of astronomical telescope/array needed to make the observation.

Column 7 is for single-epoch astrometric position measurement, and column 8 is to resolve the

RFO feature. 1 indicates VLBA, 2 is VLA, 3 is space-based optical, and 4 is ground-based optical.

A subscript “AO” indicates where adaptive optics is required to reach the indicated resolution from

the ground. The asterisk indicates the specialized “Event Horizon Telescope” (EVT), a world-wide

Very Long Baseline Interferometric demonstration array that was able to image the accretion disk

of the M87 SMBH in 2019 (Event Horizon Telescope Collaboration, et al., 2019).

Feature Distance Instrumentation

(parameter) AU light light parsecs angle to measure to

days years subtend. position resolve

Event hor. (r) 60 0.35 3× 10−4 0.04µas

Acc. disk (r) 1.7× 104 100 0.3 8× 10−2 10µas (*)

Torus (r) 5.9× 104 300 0.8 2.4× 10−1 40µas 1

NLR (s) 103 3× 102 40mas 1, 2, 3, 4 1

Bulge (r) 6.5× 103 2× 103 270mas 1, 2, 3, 4 1, 2, 3, 4AO
Disk (r) 6.5× 104 2× 104 2.7” 1, 2, 3, 4 2, 3, 4

Halo (r) 9.8× 104 3× 104 4” 1, 2, 3, 4 2, 3, 4

Sat. dwarf (s) 1.6× 105 4.8× 104 6” 1, 2, 3, 4 2, 3, 4

Local grp. (s) 2.6× 106 8× 105 1.8’ 1, 2, 3, 4 3, 4

≈ 25 of the nearest AGN that are visible from the Northern Hemisphere. Observations

will characterize these AGN at spatial resolutions that are not available for more distant

AGN, on the assumption that the results will be extensible. The volume-limited approach

significantly reduces biases that result from selection effects. The goal will be to observe this

limited sample in visible, IR, radio and x-ray. These multi-wavelength observations that are

conducted at the same epoch for this set of targets will be a unique set of data for AGN and

RFO research.

• Problematic ICRF Defining Sources We will identify approximately three dozen “prob-

lematic” ICRF defining sources that display statistically significant offsets between S/X and

either K or X/Ka positions or with Gaia optical positions. We will also identify a comparable

number of non-problematic sources. We will monitor both of these groups in the radio, vis-

ible and IR for astrometric or photometric variability, and use these observations to identify

possible astrophysical explanations of the offsets.

In addition to these areas of investigation, we plan to complement FRAMEx with the following

activities:

• Redshift survey for all RFOs and candidate RFOs. Approximately half of RFOs have trace-

able spectroscopic redshifts, mostly from the Sloan Digital Sky Survey. Observing priority

will be on ICRF3 defining sources, but the goal is to survey all ICRF3 RFOs for which we do

not currently have a measured redshift.

• ICRF Source Structure Imaging Database. Associated with FRAMEx, and in support of

USNO agreements with the International VLBI Service for Geodesy and Astrometry (IVS)

and IERS agreements, we are in the process of developing a data archive of VLBA and VLBI
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Figure 2: Apparent angular separation vs. orbital period, shown for three binary SMBH configura-

tions: 106, 109, and 1010 solar mass components. Relevant AGN (black) and Host galaxy features

(purple) (see Figure 1 and Table 1) are shown along the top of the plot. Also shown, in lower

right, are approximate equivalent observing capabilities of radio and visible telescopes and arrays.

ICRF3 and Gaia Celestial Reference Frame (GCRF) accuracies are shown as dashed green lines.

Also show is the equivalent 1 pc plane-of-the-sky distance at z = 1.0.

images of AGN (the Fundamental Reference Image Data Archive, or FRIDA (Hunt 2019,

2020). These high-resolution images will be made available to the public, and will eventually

be supplemented by other data products (including any visible, IR, or x-ray observations)

associated with the relevant RFOs.

• Southern Hemisphere 1-m Monitoring Survey. USNO’s 1-m visible and NIR Deep South

Telescope (DST) is being dedicated primarily to observing RFOs. Target lists concentrate

on astrometric and photometric variability across this spectral regime for RFOs. These data

will not only support FRAMEx work, but be used to populate the FRIDA to support general

AGN and RFO research and development activities.

• Multi-wavelength, highly stable RFO selection One by-product of the FRAMEx work to

identify AGN variability will be an identification of those AGN that are either not, or minimally,

variable across wavelengths (assuming there are such AGN). These AGN can then be used

as “pre-screened candidates”, with well-characterized offsets and well-understood stability

parameters for use in the development of future reference frames.
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5. CONCLUSION

USNO, in collaboration with Paris Observatory and other partners, is moving forward with

a dedicated investigation of reference frame objects (RFOs) using both in-house and external

observing assets. The multi-year collaboration, called FRAMEx, will concentrate on ICRF3 sources,

but also seek to observe other AGN and quasar sources so as to better understand the underlying

astrophysics and improve the reference frame across the spectrum going forward.
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ABSTRACT. Proper motion and parallaxes of radio stars will enable us to align the latest Interna-

tional Celestial Reference Frame (ICRF3) based on VLBI observations with the optical astrometric

catalogue obtained by the Gaia mission. The Gaia mission has observed approximately 500,000

extragalactic objects in optical with a competitive precision, and produced an independent astro-

metric catalogue of 2820 objects common to the ICRF2 (Gaia Collaboration et al. 2018) and

contains astrometric solutions of parallaxes and proper motions for significant amount of stars.

This provides a rare opportunity for independent verification of the VLBI astrometric catalogues.

However, due to an average parallax zero-point of -29 µas of the Gaia catalogue (Lindegren et al.

2018), independent assessment of the Gaia parallaxes is required. Unfortunately, very few optically

bright radio stars were observed with VLBI, therefore it is important to identify more Galactic stars

that could be observed by both VLBI and optical mission for the parallax verification. Here we show

the astrometric results for five radio stars (HR1099, UX Ari, HR132742, HR5907 and LSI+61 303)

in several VLBI experiments between 2015 and 2019.

1. ASTROMETRIC OBSERVATIONS OF RADIO STARS IN THE PAST

Radio stars were observed since 1970s during some astrophysical projects (e.g. Lestrade et al.

1984). The brightest radio stars (optical magnitude brighter than 11 mag) could serve as transfer

objects for the link between the optical and radio reference frames in the time of Hipparcos (Lestrade

et al. 1986). Dedicated VLBI experiments in phase-reference mode were organised between 1983

and 1995 using VLBI facilities in USA and Europe (Lestrade et al. 1999). Van Leeuwen (2007)

presented final results of the link of the Hipparcos and VLBI reference frames using 11 radio stars

those final positional uncertainties were measured at the level from 0.12 to 5 mas. The solution

also comprises the proper motions and trigonometric parallaxes of the objects. Ten stars were

found to be in close binaries, and few of them are members of wide visual binaries. One star, UX

Ari showed a statistically significant accelerated motion, probably, caused by a hidden companion.

Boboltz et al (2003, 2007) run new experiments using the Very Large Array and Pie Town

VLBA antenna between 2000 and 2004 to determine astrometric positions of 59 radio stars in the

International Celestial Reference Frame (ICRF). The new positions were estimated with position

errors from 3 to 25 mas with a mean value about 10 mas. Combination of all available astro-

metric results over 1978-2004 resulted in estimation of the proper motion of all stars with formal

uncertainties of about 1 mas/year.

2. NEW VLBI OBSERVATIONS

Since phase-reference VLBI observations demand at least one calibrator radio source, the es-

timated positions and proper motion of a radio star could be affected by either poor astrometric

positions or intrinsic structure effect of the selected calibrators. Therefore, we tried to run a few

VLBI experiments in the absolute astrometric mode, observing the radio stars at S and X bands
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simultaneously to calibrate the ionosphere effects. No calibrator radio sources are necessary in

this mode. For the ‘pilot project’ four radio stars (HR1099, UX Ari, HR132742 and HR5907)

were selected. They are all located near the equatorial zone, suitable for joint observations using

Asian and Oceanian VLBI stations. In the observing sessions dedicated to absolute astrometry and

geodesy, we inserted some scans of radio stars with a goal to detect them and obtain their positions

estimation. Tianma65 or Parkes radio telescope was used as an anchor station in the observing

network to improve the detection rate of the weak radio stars. The experiments are summarized

in Table 1.

Table 1: Summary of VLBI experiments with observations of radio stars.

Code Date Dur. Data rate Stationsa

(hr) (Mbps)

AOV003 17-May-2015 24 256 HbHoIsKeKmT6TsWwYg

AUA011 12-Jul-2016 24 1024 HoKbPaT6Ur

AOV010 27-Jul-2016 24 1024 HoIsK1KeKgKmPaShT6TsUrWwYg

V515C 19-Jul-2018 24 1024 BdHhHoKmShSvZc

AUA020 01-May-2017 24 1024 BdHhHoKvShSvZc

AOV019 23-Jan-2018 24 1024 HoIsKbKeKmShT6UrWwYg

AOV033 20-Mar-2019 24 1024 HoIsKeKmT6UrWwYg

AOV034 03-Apr-2019 24 1024 HoIsKbKeKmKvT6UrWwYg
a Bd: Badary; Hb: Hobart12; Hh: HartRAO; Ho: Hobart26; Is: Ishioka; K1: Kashim11; Kb:

Kashim34; Ke: Kath12m; Kg: Koganei; Km: Kunming; Kv: Sejong; Pa: Parkes; Sh: Seshan25;

Sv: Svetloe; T6: Tianma65; Ts: Tsukub32; Ur: Urumqi; Ww: Wark12m; Yg: Yarra12m; Zc:

Zelenchk.

For the first experiment AOV003 in 2015, we used standard S/X dual band geodetic mode with

a data rate of 256 Mbps. The radio stars were scheduled in the same way as geodetic sources.

We set a priori flux densities of those stars to a fix value of 40 mJy, and required that all baselines

in one scan met the minimum SNR requirement. Thus, only four stations (Tianma65, Parkes,

Kunming and Tsukuba32) were scheduled to observe the stars. The results show only HR1099

was detected on a few baselines, which indicate the other two stars were much weaker than their

a priori flux densities.

We conducted two experiments in July 2016. In order to reach higher baseline sensitivity, both

sessions were performed at a data rate of 1 Gbps. The session AUA011 was almost scheduled in the

same way as AOV003, but the radio stars were expected to be as weak as 20 mJy. Unfortunately,

we still only detected HR1099. The session AOV010 was a great success. We inserted manually

scans of radio stars into geodetic blocks. For each radio star scan, all visible stations were used to

form as many baselines as possible. HR1099 and UX Ari were observed in a few scans of 480 s

length. For HD132742, we tested a piggy-back phase referencing mode. A radio source 1454-060,

with a separation angle of 2.47◦, was selected as a calibrator source. We observed both HD132742

and 1454-060 in a set of scans of 120 s length. Those scans were divided into three blocks with

each block spanning approximately 40 minutes. The gap between two blocks is at least one hour

in order to produce better UV coverage. The total on-source time of HD132742 is 36 minutes.

One experiment (V515C) was organized in 2018 as a part of the Long Baseline Array radio

astrometric program V515 supported by the ATNF, CSIRO. As Tianma65 was unavailable, we

conducted a similar piggy-back phase referencing observations of HR1099, using a strong radio

source CTA26 as the calibrator. The angular distance between the target and CTA26 is 2.46◦.

The scan length is 180 s for HR1099 and 60 s for CTA26 respectively. The observational network

is very large with participation of the Russian stations operated by Institute of Applied Astronomy

and 26-m HartRAO antenna in South Africa. The total on-source time of HR1099 is 75 minutes,
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but there were fewer participating stations and only middle size antennas available compared to

AOV010.

The fourth radio star HR5907 was observed in the absolute astrometric mode in four experi-

ments in 2017-2019. This is one of the most rapidly rotating magnetic B-type stars with a rotation

period 0.508276 day (Grunhut et al. 2012). Its radio emission detected in a range of GHz frequen-

cies with flux density from 46 to 104 mJy (Murphy et al. 2010) is supposed to be generated by a

strong magnetic field induced by the rapid rotation. Independently, Healey et al (2007) detected

a strong emission at 8.4 GHz at the VLA array. Therefore, in spite of a greater distance from

the Solar system (annual parallax of 7.64 ± 0.37 mas) with respect to other three stars, it has a

stronger signal and was detected in all four experiments.

3. RESULTS

We processed each experiment in the same way as used in regular geodetic observing sessions.

After data correlation and fringe fitting, group delay observables for radio stars and geodetic sources

were extracted. Then data analysis was performed to derive the positions of radio stars. We also

estimated flux densities of radio stars based on fringe SNRs at X and S band respectively. Table 2

shows the statistics on solutions of absolute astrometric data.

There is a different approach for the piggy-back phase referencing observations. We need to

convert the correlator output into FITS-IDI data format and then generate images of radio stars

with the AIPS. Figure 1 shows the X-band images of HD132742 and HR1099. The HD132742

image made from AOV010 data and the HR1099 image made from V515C data. Each image was

performed with natural weighting. We plotted contours that start at three times the noise level

of images. It is interesting that HR1099 shows a binary structure. Therefore additional phase

reference observations of this radio star are important.

Figure 1: The images of HD132742 (left panel) and HR1099 (right panel) made from X band

(8.39 and 8.60 GHz) data using natural weighting. The peak has been shifted to the image center.

The SNR (the ratio of the flux density of peak to the rms) are 15.24 and 11.80 respectively. The

synthesized beam is represented by the black ellipse in the bottom left corner of each panel.

Based on the imaging results, we could determine the relative position between a target star

and a calibrator source. Since the position estimates from a single session are not so accurate, we

used the positions of calibrator sources in the ICRF3 as reference. Finally we obtained the position

of target stars as shown in the last two rows of Table 2.
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Table 2: Astrometric positions of all radio stars between 2015 and 2019

Code Star α(J2000.0) δ(J2000.0) σα σδ #Obs FX FS
(h m sec) (◦ ’ ”) (ms) (mas) (Jy) (Jy)

AOV003 HR1099 03 36 47.2573 +00 35 13.470 0.8 4 6 0.02 0.03

AUA011 HR1099 03 36 47.2562 +00 35 13.308 0.34 2 10 0.01 0.02

AOV010 HR1099 03 36 47.2569 +00 35 13.269 0.03 0.3 56 0.02 0.03

AOV010 UX Ari 03 26 35.4353 +28 42 52.596 0.1 1 6 0.01 0.01

AUA020 HR5907 15 53 55.84739 -23 58 41.5622 0.02 0.4 4 0.05 0.05

AOV019 HR5907 15 53 55.84654 -23 58 41.5783 0.06 0.3 16 0.09 0.07

AOV033 HR5907 15 53 55.84558 -23 58 41.6062 0.04 0.6 12 0.10 0.05

AOV034 HR5907 15 53 55.84533 -23 58 41.6081 0.04 0.4 16 0.05 0.03

UF001I LSI+61 303 02 40 31.66387 +61 13 45.5905 0.37 4.3 / / /

AOV010 HD132742 15 00 58.27745 -08 31 08.3003 0.013 0.12 / 0.003 /

V515C HR1099 03 36 47.25259 +00 35 12.9481 0.006 0.08 / 0.004 /
Note. Besides the solutions of absolute astrometric data, the phase referencing results are listed in last two rows.

We plotted the time series of the HR1099 positions (Figure 2) based on the previous optical

and radio observations (Boboltz et al. 2003). Our analysis of the time series with assumption on

the linear motion yields the proper motion of µαcosδ = −2.09± 0.02 ms/y in right ascension and

µδ = −160.9 ± 0.3 mas/y in declination. These estimates are consistent with the Boboltz et al

(2003) numbers (µαcosδ = −2.12± 0.02 ms/y and µδ = −161.7± 0.25 mas/y).
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Figure 2: Time series of HR1099 astrometric positions

The radio star UX Ari is a very special object for astrometric research. This is an active binary

star (type RS CVn) with period 6.44 days. Additionally, in contrast to most other radio stars, UX

Ari exposes a significant non-linear proper motion. Lestarde et al. (1999) reported that the found

acceleration term (-0.54 ± 0.07 mas/y2 in right ascension and -0.29 ± 0.07 mas/y2 in declination)

may be induced by the gravitational attraction of a hidden counterpart with a long period. Boboltz

et al. confirmed this effect with new estimates (-0.60 ± 0.03 mas/y2 in right ascension and -0.31

± 0.07 mas/y2 in declination). Duemmler and Aarum (2001) measured systematic variations of

the center of mass velocity with spectroscopic data and proposed a third star with periods of 10.7

and 21.5 years for circular and elliptical orbits. Peterson et al (2011) concluded a presence of the

third component with orbital period about 111 years.

In spite of the fact that only one epoch positions were measured in our experiments (Figure 3),

it favours a shorter orbital motion of the third component than was suggested by Peterson et

al (2011). As the discussion on the systematic factors is beyond of the scope of this paper, we
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conservatively estimate the orbital period of the third component to be between 20 and 30 years,

i.e. closer to the Duemmler and Aarum (2001) elliptical motion hypothesis. More observations are

required to solve the UX Ari system problem.
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Figure 3: Time series of UX Ari astrometric positions

Also we found a set of legacy geodetic experiments including a radio star LSI+61 303 in 1990s

organised by Marshall Eubanks (private communication). However, the daily positions of the radio

star are not precise due to a weak flux density of the source. This radio star was also detected at

a recent VLBA experiment (UF001I) on 27 May 2017 and the positions are presented in Table 2.

Unfortunately, this set of data is not able to produce accurate proper motion (Figure 4).
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Figure 4: Time series of LSI+61 303 astrometric positions

4. CONCLUSION

We are aiming to detect some radio emitting stars in the absolute astrometric mode using

S/X VLBI observations. Four radio stars (HR1099, UX Ari, HR5907 and LSI+61 303) have

been detected in a few experiments. The minimum flux density of detection could reach as weak

as 10 mJy. The success of detections benefits to the improved baseline sensitivity in term of

participation of large radio telescopes and increased data rate. However, it can be challenging to

obtain good quality data of weak stars at both S and X bands due to limited frequency coverage

and more serious radio frequency interferences at S band. Moreover, two radio stars (HD132742

and HR1099) with flux densities below 10 mJy were detected in phase-reference mode.
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ABSTRACT. The US Naval Observatory acquired a 1-meter telescope, the Deep South Telescope

(DST). It was deployed at Cerro Tololo Interamerican Observatory (CTIO), Chile in March 2019. A

4k CCD camera will be used to image selected optical counterparts of ICRF sources which display

significant radio-optical position offsets. This high cadence observing program is a joint effort

between USNO and Paris Observatory. DST will also be used for other programs in the future,

including near infra-red (IR) observations with a camera mounted at the 2nd Nasmyth focus.

1. HISTORY OF THE DST PROJECT

Around 2015, the era of ground-based, astrometric, all-sky surveys (e.g. Zacharias et al. 2013)

came to an end due to the success of the Gaia space mission (Gaia collaboration, 2016). The

U.S. Naval Observatory shifted focus toward going deeper on selected fields of interest in its

southern hemisphere operations. In 2018 a 1-meter telescope (PW1000) was purchased from

PlaneWave Instuments together with a 4k CCD camera (Sophia) from Princeton Instruments.

Construction of the telescope was completed in December 2018 with on-sky testing in the factory

backyard near Los Angeles.

2. DEPLOYMENT OF INSTRUMENT AT CTIO

In March 2019, the telescope was deployed at Cerro Tololo Interamerican Observatory (CTIO)

(Figure 1). Delivery of the camera was delayed due to ongoing repairs after a shipping accident.

Waiting for the 4k camera, system integration and testing took about 5 months. Routine operations

began in August 2019. This telescope is particularly suited for astrometry due to the optical design

with a fixed, spherical secondary mirror and a 3-lens corrector system. Using an elaborate pointing

model, blind tracking is performed without a guider in the focal plane. A summary of the telescope

and camera specifications is given in Table 1, while Figure 2 shows the focal plane layout.

Figure 1: The Deep South Telescope at CTIO.

179



telescope aperture 1.00 m

focal length 6.00 m

optical field of view 1.00 deg diameter

mount alt-az 2 foci

number of pixels 4k by 4k

pixel scale 0.515 arcsec/pixel

field of view 35 by 35 arcmin

Table 1: Specifications of DST and camera.

Figure 2: DST focal plane layout.

3. SCIENCE PROGRAM

The first observing program to be conducted with DST is monitoring selected ICRF sources

with high cadence with the goal to obtain a better understanding of why about 10% of reference

frame sources (Makarov, Frouard & Berhea 2016) display a significant position offset between the

radio (VLBI) and optical (Gaia) centers of emission. Indications for such outliers were noticed even

before the first Gaia data release (e.g. Zacharias & Zacharias 2014). Each source on our list is

observed through B, V, R, I filters every other night during visibility season of about 6 months.

A total of about 200 sources are being monitored as part of the FRAMEx collaboration between

USNO and Paris Observatory.

Sources were selected from 4 groups: nearby AGN (Secrest, priv. comm.), large optical-radio

offset sources from ICRF3 (Makarov, priv. comm.), those from the Radio Fundamental Catalog

(Petrov 2018), and about a dozen sources where radio and optical positions agree as control sample.

All sources are brighter than about R = 18.5 mag, resulting in high S/N observations of 3 to 4

minute exposures with the DST. All sources are south of Dec = +25◦ and about evenly distributed

along RA to allow observing near the meridian at all times. The distribution of radio-optical position

offsets of our sources is given in Table 2.

4. STATUS OF OPERATIONS

During commissioning, it was discovered that the focus curve is not symmetric (Figure 3).

Stellar image size as a function of out-of-focus distance changed differently for intra– and extra–
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no info or ¡= 0.1 mas 23

¿ 0.1 to 2.9 mas 50

¿ 2.9 to 5.0 mas 14

¿ 5.0 to 10.0 mas 32

¿ 10.0 to 30.0 mas 38

¿ 30.0 to 100.0 mas 15

¿100.0 to 300.0 mas 8

¿300.0 mas 12

Table 2: Number of sources by radio-optical position difference.

focal positions. The focus does correlate very well with temperature, in particular that of the

primary mirror, however, not well enough for an accurate prediction of the focus. Best focus is

currently obtained by observing focus sequences with many exposures and small step size several

times during the night.

Figure 3: Example focus curve of DST.

The dynamic range of the instrument is very large, about 8 magnitudes, due to the relatively

large pixels, sampling and low noise properties of the detector running at −80◦C cooled by TEC

with glycol (no liquid nitrogen, no dewar). Properties of stellar images as a function of magnitude of

a single exposure are shown in Figure 4. The top left graph (image fit radius) shows that saturation

is near instrumental magnitude 5. The lower left graph (position error) gives the limiting magnitude

(here defined as position error reaches 0.1 pixel) near instrumental magnitude 13.

Table 3 provides the observing statistics for the first month of observing. Several issues remain

to be solved for improved performance. A relatively large fraction of exposures (about 30%) display

image elongation above our stringent threshold. More frequently this is the case for long exposures

than short exposures. However, some exposures up to 10 min have been obtained with acceptable

quality.

Occasionally, telescope mount drives become disabled or communication to the telescope is

lost. The reduction software is still in its early steps. First science results are not expected until

mid 2020.
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Figure 4: Stellar image properties as function of magnitude.

total number of nights 38

lost due to weather 4

lost due to instrument 4

nights with observing 30

total number of exposures 2797

total number of sources ≈ 100

Table 3: DST observing from Aug 24 to Sep 30, 2019
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ABSTRACT
We present images created from the first year of an ongoing campaign to monitor sources

used for the third iteration of the International Celestial Reference Frame (ICRF) with the Very

Long Baseline Array (VLBA). Imaging these sources allows us to determine spectral index, peak

flux density, compactness and source structure index. This information is crucial to understanding

source structure and variability which better allows us to determine if a source is suitable for

inclusion in the ICRF and suitability as a phase reference calibrator. We also present the current

status and future of the Fundamental Reference Image Data Archive which is a new data archive

to include not only images of the sources in this observing campaign, but a suite of ancillary data

related to the ICRF sources.

1. INTRODUCTION

The International Celestial Reference Frame is the realization of the International Celestial

Reference System and is comprised of positions of compact quasars calculated from Very Long

Baseline Interferometry (VLBI) observations at 2.3 GHz and 8.4 GHz. It has now been through

three full realizations (Hereafter ICRF1, ICRF2, and ICRF3) ((Ma et al, 1998; Fey et al, 2015;

Charlot et al., 2020, respectively). The third realization (ICRF3; Charlot et al. in progress) was

adopted by the International Astronomical Union on 1 January 2019.

The sources that make up the ICRF are compact radio quasars believed to be so distant that

they have no measurable proper motions or parallax. Therefore, any observable changes in position

would need to be derived from intrinsic properties of the source itself such as, outflows, hot spots

within jets, shocks, or unresolved binary supermassive black holes. Understanding the physical

source of positional changes and offsets for the ICRF quasars is an active area of current research.

It is in this area of research that we focus our talk.

In January 2017, the United States Naval Observatory (USNO) entered an agreement with

the Long Baseline Observatory to contribute 50% of the operations cost in exchange for 50%

of the time on the VLBA. Because of the USNO partnership with the VLBA, the Long Baseline

Observatory was disbanded and the management for the VLBA was restored to the NRAO. The

USNO has since begun an imaging campaign designed to study and monitor the source structure,

flux density, and positional properties of more than 3500 quasars from the ICRF.

This conference proceeding will provide an update to the imaging of the aforementioned mon-

itoring campaign, and describe how the data will be accessible in the future.

2. USNO VLBA IMAGING CAMPAIGN

We present an update to the imaging campaign and some of the initial analysis. For more

information on the details of the image calibration, processing, and methodologies, please see Hunt

et al. (2019).

We observed 3,628 sources over the 20 sessions during the course of 2017. The left panel of
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Figure 1 shows nearly 3,000 sources were observed only once during the year and only one source

was included in every observation. The right panel of Figure 1 shows a histogram of the peak flux

distribution for all of the observed sources. The peak of the distribution is ∼75 mJy/bm.

The imaging success rate for our data was ∼93% at 8.7 GHz and ∼96% at 2.3 GHz. Due to

limitations in some of the data, however, about 3% of the images from each observing session did

not have enough uv coverage to form a high fidelity image and we therefore, flagged these images

out of our final queue.

We are exploring new capabilities of NRAO’s Common Astronomical Software Application

(CASA) for moving toward an automated calibration and imaging pipeline. We have been suc-

cessful in implementing a calibration script including the new CASA task f r ingef it, which solves

for antenna-based phase, delay, and rate. We have also been successful in implementing CASA’s

tclean task for producing images, which have comparable rms noise to those images produced in

AIPS and DifMAP. Progress is currently ongoing in this area.

Figure 1: Left: Histogram showing how often sources were visited over 20 sessions. Right: His-

togram showing peak flux distribution measured at 8.7 GHz. The bin at 1.0 includes all sources

brighter than 1 Jy.

3. FUNDAMENTAL REFERENCE IMAGE DATA ARCHIVE

USNO is responsible for preparing images of sources included in the ICRF. Traditionally we have

made those images publicly available to the astronomical and geodetic communities through the

Radio Reference Frame Image Database. We are upgrading that website and changing the name

to the Fundamental Reference Image Data Archive (FRIDA). The upgraded FRIDA website will

include data from additional observations that span wavelengths from across the electromagnetic

spectrum including, radio, near-infrared, optical, and X-ray. The available radio VLBI images will

go back to data included in ICRF1 and include images of sources from S-band through Ka-band.

The upgraded website will include data on each source including radio contour plots of the source,

the calibrated data sets, and log files to show how the imaging was processed. The site will allow

users to find sources based on specific search criteria, and download the data that might be useful

to their research.
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ABSTRACT. The paper presents the current status of adding geodetic capabilities to the Eu-

ropean VLBI Network (EVN) software correlator at JIVE (SFXC), which is accomplished as part

of the JUMPING JIVE project. Even though the EVN is not a geodetic array, there are many

reasons why accurate radio telescope positions are desirable, including frequent observations using

the phase-referencing technique to detect weak radio sources. Several changes were made at the

SFXC so that the correlator can successfully correlate geodetic experiments. Detailed testing us-

ing data from the International VLBI Service for geodesy and astrometry (IVS) was performed to

check the implementation. Additionally, a non-standard geodetic VLBI experiment was carried out

at K-band (22 GHz) in June 2018 using 14 radio telescopes from the EVN. The purpose of this

experiment was to determine accurate geodetic positions for those EVN telescopes that do not

possess S/X receivers and hence do not participate in regular experiments organized by the IVS.

The experiment was fully correlated with SFXC and exported into Mk4 format so that it can be

further processed with standard geodesy software packages. That experiment is used as another

means to demonstrate the full geodetic capabilities of the JIVE correlator.

1. INTRODUCTION

The EVN software correlator at JIVE (SFXC) has recently been upgraded with a new capability

permitting to correlate and to export VLBI data acquired in geodetic mode. Thanks to this upgrade,

the correlator is now able to handle sessions conducted with sub-netting (as is usually the case in

geodesy) and export the data in a suitable format for post-processing and analysis in a geodetic way.

The validation of this new capability was achieved in two ways, (i) by reprocessing completely an

IVS-R1 session from beginning to end, and (ii) by processing a dedicated EVN geodetic experiment

at K-band aimed to measure the positions of non-geodetic EVN telescopes. This paper describes

the methodology used for this validation and presents initial analysis results of the acquired K-band

data.

2. A NEW GEODETIC CAPABILITY FOR THE JIVE CORRELATOR

The SFXC correlator at JIVE was upgraded in order to handle geodetic sessions scheduled with

sub-netting and to attach the correlator model and phase-calibration information to the correlator

output. As HOPS is the standard software package for fringe-fitting geodetic data, a new path

was added so that the correlator data can be exported into Mk4 format which is the proper format

to be used with HOPS.

In order to test the pipeline implemented at JIVE, a 24-hour IVS session, IVS-R1872, originally

correlated with the DiFX Bonn correlator, was selected. This experiment involved eight IVS stations

and comprised 1069 scans. The Bonn correlator group provided us with the correlated data along

with the fringe-fitted data and the vgos data base files (vgosDB), which is the new geodetic format

to store VLBI data. The same processing was done at JIVE, i.e., the observed sampled data were

independently correlated with SFXC, post-processed and exported into vgosDB format. For the

post-processing and data export we used the same version of HOPS as that used in Bonn to avoid
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Figure 1: TOTMBD differences vs. SNR for X-band. The red curves represent ±1σ; 95 % of the

differences are below this standard error.

potential differences due to software changes. In terms of models, it must be noted that SFXC

uses a delay model based on CALC 10 whereas the delay model used with DiFX is CALC 11.

To validate the procedure, we compared our results with those from Bonn at the level of the

vgosDB data set. This was not straightforward because of differences in the correlation process

and correlator architecture. The time of each observation is tagged according to what is called the

Fourfit Reference Time (FRT) which may differ from one correlator to the other due to differences

in how the correlators search for the first valid input data for each scan. For the present case, there

was a difference of 0.5 s between FRTs for some observations which caused discrepancies when

comparing the Total Multiband Delay (TOTMBD) just because this quantity was being evaluated

at different FRTs. To remove that effect, we shifted the FRTs of the TOTMBDs of JIVE to the

Bonn FRTs and we corrected the TOTMBD derived at JIVE with the delay rate estimated during

the fringe-fitting done with HOPS.

For the comparison, we divided the data into two subsets: one that includes the data that

have the same FRTs (3462 out of 5826 observations) and one that includes the data that have

different FRTs. When the FRT is the same, 80 % of the TOTMBD differences are below 5 ps.

The ensemble has a mean of −0.09 ps and a wRMS of 5.5 ps. In the case of those observations

that had different time tags (2364 observations), the ensemble of TOTMBD differences, after

correction, has a mean of −1.0 ps and a wRMS of 8.5 ps. The wRMS is thus similar, although

slightly larger, to that derived for those observations without time tag discrepancies. The level of

the differences is consistent with the expected size of second-order residuals arising from the use

of a linear correction to the TOTMBDs of JIVE, based on propagating the delay-rate over the 0.5

s FRT difference. As a further check, we inspected the relationship between the standard error of

the TOTMBD (σMBD) and the SNR. According to Rogers et al. (1993),

σMBD ∝ SNR−1 (1)

For the IVS session R1872, with a spanned bandwidth of 720 MHz and an RMS bandwidth of

280.4 MHz, this equation can be written as σMBD[ps] = 567/SNR. Figure 1 show the results of this

check for all observations. As expected, the TOTMBD differences decrease as the SNR increases

and 95 % of them are below the 1σ standard error value. Further details on the validation process
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Figure 2: Stations that have participated in the EC065 experiment.

can be found in Gomez et al. (2019).

3. PRELIMINARY ANALYSIS OF EVN GEODETIC DATA ACQUIRED AT K-
BAND

A non-standard EVN geodetic experiment at K-band, coded EC065, was carried out on June 13,

2018. Data from 14 EVN telescopes, including Sardinia, Jodrell2, KVN-Yonsei and Torun which

are non-geodetic, were acquired (Fig. 2). A total of 478 scans spread over the 24-hour duration

of the experiment were observed. The data were correlated with SXFC and post-processed with

HOPS following the established path.

The geodetic analysis was conducted with VieVS (Böhm et al., 2018) in a standard way with

models and apriori data as in Table 1.

Data/Models Comments

Ephemeris JPL421

Earth Orientation Parameters IERS C04

Terrestrial Reference Frame ITRF2014

Celestial Reference Frame ICRF3(K)

Ocean Tide Loading FES2004

Ionospheric correction CODE

Galactic Acceleration YES

Tropospheric hydrostatic model Saastamoinen

Tidal atmospheric loading Vienna

Non-tidal atmospheric loading Vienna

Tropospheric Mapping function VMF3

Table 1: Models (non-exhaustive) used for the analysis of the EC065 experiment.

As only a single frequency was observed, correction of ionospheric effects was necessary. For

this purpose we used total electron content maps produced by the Center for Orbit Determination

in Europe (CODE) based on data from the Global Navigation Satellite Systems. A trial using
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Figure 3: Post-fit delay residuals resulting from the VieVS analysis.

ionospheric maps from the Jet Propulsion Laboratory (JPL) showed insignificant differences in the

results as previoulsy noted by Langi et al. (2010).

The post-fit residuals are plotted in Figure 3. These have an wRMS of about 1 cm which brings

a promising perspective for the estimation of station positions with these data.

4. CONCLUSION

We have shown that a typical 24-hour IVS session can be fully processed with the EVN software

correlator at JIVE (SFXC), post-processed and analyzed with standard geodetic tools. Comparison

of the correlator output with that from the DiFX correlator at the Bonn correlation center indicates

an agreement at the 5 ps level in total multiband delay, which is the level of consistency expected.

We have further demonstrated that the pipeline from correlation to session analysis works also

for a non-standard geodetic session like EC065. These two end-to-end tests show that the SFXC

correlator is now technically capable to process and export geodetic data.
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ABSTRACT. In the ICRF3 catalog, the positions of the radio-sources are given as invariant with

time. New evidences argued recently on the generalization of systematic variation of the position

to all reference sources, albeit at different levels and time scales. By neglecting these systematics

in the realization of the celestial reference frame (CRF), its quality may be deteriorated, and it may

affect the quality of derived parameters. One solution is to extend the parametrization of the source

positions in VLBI data analysis. We use the multivariate adaptive regression splines (MARS) which

combines recursive partitioning and spline fitting on position time series. Then, we investigate the

source coordinate residual time series after application of the found parameterization. We aim

to identify their noise level and content through the computation of the Allan standard deviation

functions.

1. MOTIVATION

The International Celestial Reference Frame ICRF3 [Charlot et al., 2020, in press] was released

in August 2018 after approval by the International Astronomical Union during its XXXth general

assembly in Vienna. It is the newest realization of the International Celestial Reference System

[ICRS, Arias et al., 1995]. In the ICRF3 catalog, the positions of the radio-sources are given as

time invariant coordinate pairs. Nevertheless, systematic variation within the astrometric positions

are known, which led, in the past, to the alienation of a small number of sources in the ICRF2

catalog [Fey et al., 2015]. Recently new evidences were presented for a generalization of such

systematics, showing that a majority of the sources is subjected to positional variations [Karbon

et al., 2016, Gattano et al., 2018], albeit at different levels and time scales. Such systematics, if

neglected, may affect the quality of the CRF, and consequently impair depending parameters such

as the Earth orientation parameters (EOP). A proven approach to overcome these shortcomings

is to extend the parameterization of the source positions within the VLBI data analysis [Karbon et

al., 2016] : the multivariate adaptive regression splines (MARS) allow a complete automation by

combining recursive partitioning and spline fitting in an optimal way.

In this paper, we present our initial investigation based on the combination of the MARS

parametrization of source coordinate time series with the Allan standard deviation analysis of the

residuals after the application of said parameterization. With this methodology, we aim to identify

the effect of the parameterization on the noise content and level within the residual source position

time series. We illustrate the principle with three examples on the sources 0048−097, 4C39.25

and 2234+282.
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Figure 1: Position time series with respect to the a-priori coordinates given in the ICRF3 catalog

of the ICRF3 defining source 0048−097 and the ICRF2 special handling sources 4C39.25 and

2234+282. The individual session-wise results are represented in gray, the half-year mean values in

black, both with the corresponding error bars. In magenta, the splines are represented as determined

by the MARS algorithm.

2. METHOD

Our study is based on more than 4 500 sessions with global station networks spanning the

time frame 1980–2018. The geodetic data analysis is performed using the VLBI software package

VieVS [Böhm et al., 2018], and following the conventions of the International Earth Rotation

and Reference Systems Service [IERS, Petit et al., 2010]. The modeling settings are chosen with

respect to the routine single-session data analysis strategies of the International VLBI Service for

Geodesy and Astrometry [IVS, Nothnagel et al., 2015].

2.1 Multivariate adaptive regression splines (MARS)

The resulting source position time-series are processed using the MARS algorithm to determine

the splines. The methodology is discussed in Karbon et al [2016]. In Figure 1, we present exemplarily

the results of the spline determination for the ICRF3 defining source 0048−097 and the ICRF2

special handling sources 4C39.25 and 2234+282. The resulting splines can then be used to correct

the a-priori source positions, i.e. the position in the ICRF3 catalog, which enter the VLBI analysis.

Such time-dependent corrections improve the determination of correlated parameters, such as

the EOP. By subtracting the splines to the initial source position time series, we get the source

coordinate residual time series.

2.2 Allan standard deviation

To asses the noise content of the source position time series, we used the Allan standard

deviation function [Allan, 1966] that enables to identify in a data time series the different colors of

the noise dominating at different time scales by the slope of the function represented in a log-log

scale. The principle is illustrated by the scheme in Figure 2. The details of the method in practical

and in the context of VLBI source position time series are presented and discussed in Gattano et

al. [2018]. On the astrometric point of view, a perfect source as fiducial mark on the sky would

have its two coordinate offset time series with respect to the a priori position, given in the ICRF3

catalog, that return a dominating white noise at all time scales. On the opposite, a source affected

by any position perturbation would present a dominating colored noise at some time scales from

one or both coordinates.
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Figure 2: Scheme of the noise identification by the slope of the Allan standard deviation

represented in a log-log scale : a −0.5-slope is white noise, a 0-slope is flicker noise, and

slope is random walk.

Figure 3: Allan standard deviation functions of the original position offset time series with respect

to the ICRF3 a-priori coordinates of 0048−097, 4C39.25 and 2234+282. The background colors

indicate the noise color identified at the corresponding time scale following the color scheme of

Figure 2.

Figure 4: Allan standard deviation functions of the position residual time series after applying the

correction using the MARS splines for 0048−097, 4C39.25 and 2234+282. The respective splines

are represented in magenta in Figure 1. The background colors indicates the noise color identified

at the corresponding time scale following the color scheme of Figure 2.
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3. RESULTS

Despite its ICRF3 defining status, we observed systematics for the source 0048−097, revealed

by the MARS algorithm (Figure 1) and the Allan standard deviation functions of its two coordinates

(Figure 3). The right ascension is dominated by a random walk at time scales longer than 3 years.

The declination is affected by a flicker noise at time scales shorter than 3 years and by a white

noise at longer time scales. The effect of the correction from the splines mitigates the noise

level on the right ascension but does not change the noise content (Figure 4). The flicker noise on

declination is removed at shorter time scales. The source 4C39.25 is known to present exceptionally

large systematics in its astrometric position as seen in Figure 1. Its right ascension systematic is

recognized as random walk, whereas its declination systematic is recognized as flicker noise like

(Figure 3). The effect of the spline corrections change the dominating noise content at most of

the time scales. The right ascension becomes mostly dominated by flicker noise whereas the right

ascension is in majority dominated by white noise. The two coordinates of the source 2234+282

are both dominated by flicker noise at time scales shorter than 4 years and by white noise in majority

at longer time scales. The linear spline corrections evince in majority the flicker noise and the noise

level is diminished at all time scales even if the final residuals are not purely dominated by white

noise.

4. INTERPRETATION

Taking into account the linear splines to correct the source coordinates from systematics miti-

gate the noise level of the residual position time series, and sometimes changes the noise content.

Colored noises (e.g. flicker noise, random walk) may be associated with source-dependent pertur-

bation that affect the position estimates from VLBI. The most probable perturbation is a change

of the source structure. For example, starting from a compact structure, the appearance of an

extension may drift the position estimates in a peculiar direction on the plane of the sky. Such a

noisy drift would appear as a random walk domination. Then, if the extent disappears, the position

will drift in the opposite way. A succession of jumps in the position estimates is characterized by a

flicker noise. Therefore, only the white noise process is an evidence of source stability in term of

behavior.

5. CONCLUSIONS AND OUTLOOK

We present a new approach to model the astrometric position variations of radio sources

selected to define the CRF from VLBI data analysis. We assess the quality of the models in terms

of noise content in the residuals after subtraction of the models. The method benefits from two

statistical tools: the MARS algorithm enables to extract an empirical model of the source position

variation in time, and the Allan standard deviation analysis enables to characterize the noise content

of data time series. Their combination allows the tuning of the parametrization in order to retrieve

purely white noise source position residuals. This method will be applied to the most observed

sources within VLBI sessions. The primer aim is to find a parameterization for the position of

each source so that their remaining noise is white. For the determination of the MARS splines, we

will investigate different methods, allowing more nodes between the splines, or using cubic splines.

Also, the effect of irregular data coverage from VLBI observation will be evaluated. Last but not

least, further work will be done to interpret the physical nature of the splines models. The final

goal is to pin down the astrophysical processes driving the source.
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ABSTRACT. Total Electron Content (TEC) is one of the most important parameters of the

ionosphere for propagation of radio waves. TEC is now being routinely monitored by global GNSS

networks almost everywhere on Earth except geomagnetic poles. In order to study TEC evolution

near the southern magnetic pole, two series of GNSS observations were carried out at the Vostok

Antarctic station. Every of the two series lasted about one year each, 2016 and 2018. The

collected GNSS observations were processed with RTKLIB and GeNeSiS software packages. TEC

was estimated both from code and phase observables. The resulting TEC time series were analysed

and compared to the global TEC map. These results may potentially augment our knowledge about

ionosphere structure and evolution near the geomagnetic poles. As a continuation of this study a

permanent GNSS receiver is considered to be installed at the Vostok Antarctic station.

1. INTRODUCTION

The ionosphere is a layer of the Earth’s atmosphere that is highly ionized due to exposure

to the Sun. The Earth’s ionosphere consists of a mixture of neutral gases and a quasi-neutral

plasma. The ionosphere starts at about 60 km. One of the main characteristics of the state of the

ionosphere is the total electron content - the number of free electrons located in a cylinder with

a cross section of 1 square meter and oriented along the line of sight. This value is measured in

TECU (Total Electron Content Unit), 1 TECU = 1 × 1016m−2. TEC is determined by the delay

of the radio signal passing through the ionosphere. Signal transmission at two frequencies allows

you to fully take into account this effect, which is used in VLBI and GNSS. At present, GNSS

is the most convenient technology for determining the TEC, since the receiving equipment is the

cheapest among analogues, and the constellations of the existing GNSS systems (GPS, GLONASS,

Galileo and Baidou) provide a fairly dense coverage of the celestial sphere for the observer. For

GNSS, TEC can be obtained based on the technique described in Alizadeh et al., 2013. In the case

of code measurements, the TEC is determined from the ratio:

P2 − P1 =
40.4 · (f 21 − f 22 )

f 21 · f 22
TEC + Bs + Br + ǫ,

where P2, P1 are pseudo-range at frequencies f2 and f1, B
s and Br are delays in the satellite and

receiver equipment. Thus, GNSS is a good and inexpensive method for determining the state of the

ionosphere. Radio communication depends on the state of the ionosphere, thus determining the

parameters of the ionosphere is an important task. Of interest is the determination of ionosphere

parameters at high latitudes of the northern and southern hemispheres.

Now, quite a lot of work (Correia et al., 2013, Purohit et al., 2011, Sulaiman et al., 2007) has

been completed on the definition of TEC over Antarctica. As a rule, all work was performed on

the basis of GNSS observations, or based on measurements of the signal from satellite altimetry
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missions. At the same time, it is necessary to note the following disadvantages of these works,

organically arising from the conditions of their implementation. Almost all observation points where

GNSS receivers are installed are located on the coast of Antarctica, that is, in the zone of latitudes

from 63◦ to 78◦ south latitude. Given the fact that the orbital inclination of GPS satellites is 55◦,

and GLONASS satellites 64.8◦, it becomes clear that it is difficult to determine the total electron

content directly above the observation points. Only GLONASS satellites can pass directly above

the receiver, for GPS satellites the minimum zenith distance z is about 15◦. Thus, from GNSS

observations performed on the coast, it is impossible to construct a map of the ionosphere covering

the Antarctic coast itself and a strip of southern territory about 400 km deep. In order to determine

the total electron content over these territories, the observations should be performed substantially

farther south. One of the most convenient places for installing the receiver for this purpose is

the Russian Antarctic station Vostok. Vostok station is located at 78◦27′51′′ south latitude and

106◦50′14′′ east longitude near the south geomagnetic pole. Regular geomagnetic observations

are made at the station, the corresponding series of geomagnetic indices are displayed, which will

make it possible, if necessary, to compare our TEC series with the series of geomagnetic indices.

The climate at the station is extremely severe, which leads to the need to protect equipment from

external conditions.

Figure 1: Receiver installation at Vostok station

2. OBSERVATIONS

The observations were carried out jointly by Saint-Petersburg State University and Arctic

and Antarctic Research Institute. To carry out observations, the Department of Astronomy of

St.Petersburg State University provided the JAVAD TRIUMPH-1 geodetic GNSS receiver. During

the first expedition of 2016-2017, a GNSS observation point was laid at Vostok station. A beam

was frozen in the firn, and a platform with a heating cable and a screw mark was installed on

top of the beam, where the receiver was fixed. Before the receiver was delivered to the Vostok

station, a 24-day series of observations was made at Progress station on the coast of Antarctica.

The observations at Vostok station were carried out from February 7, 2016 and ended on January
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31, 2017. In 2017, the receiver returned to the department. Based on these observations were

obtained coordinates and velocity of point Trofimov et al., 2017. The obtained velocity are in

good agreement with the results of measurements of the radar satellite missions. A year later, a

new expedition was organized, where observations were made at the same receiver and observation

post from February 4, 2018 to February 10, 2019. In all series, observations were carried out

at two frequencies with the possibility of phase and code measurements. The interval between

measurements is 30 seconds.
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Figure 2: TEC from GNSS observations and from CODE

3. DATA PROCESSING AND RESULTS

The TEC shown in the figures below was calculated on the basis of code measurements, from

a linear combination of the pseudo-range obtained at two frequencies (used frequencies L1 and

L2) for each satellite, the slant electron content in the ionosphere (along the line of sight) was

calculated, after which the vertical electron content was determined based on the mapping function

described in Alizadeh et al., 2013 for each satellite.

V TEC =
1

F (z)
STEC,

F (z) =
1√

1− sin2 z ′
,

sin z ′ =
R

R +H
sin z,

where R is the mean Earth radius and H is the height of the single layer, z - zenith angle on

the ground station and z ′ -zenith angle on the point, where signal transmitted from satellite to

receiver crosses ionospheric shell, STEC - slant TEC and V TEC - vertical TEC. The height of

the conductive layer was taken equal to 350 km. The final result was obtained by simple averaging

over the hourly interval. Thus, the share of obtaining one value was averaged by the results of

120 measurements. The program that calculates TEC values includes the filtering of knowingly
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false TEC values (too large and too small), vertical TEC from satellites that do not meet these

conditions do not participate in the derivation of the final TEC value. The software calculated TEC

based on all GNSS measurements, and only on the basis of GPS and GLONASS observations.
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Figure 3: TEC from GPS and GLONASS observations on the Vostok station

The result of the first observation series of 2016 was compared with the global ionospheric

maps of CODE. Due to the fact that the observations were carried out at very high latitudes, it

was interesting to compare the results of GPS and GLONASS observations. GLONASS satellites

have a higher inclination of the orbit, which was done in order to improve positioning accuracy at

high latitudes. As can be seen from the graphs, the TEC received from the GLONASS satellites

is in good agreement with the data obtained by GPS and the data provided by CODE. As an

advantage of GLONASS, it can be noted that during processing the number of filtered false values

was less, in comparison with GPS.

It seems interesting to compare the series of the total electron content of the ionosphere of

different years, since ionization of the ionosphere is caused by solar radiation. It can be seen that

the characteristic seasonal features are repeated: a decrease in the TEC during the polar night.

However, there is some difference. The figures shows the series for 2016 and 2018.

4. CONCLUSION

As a result of the work done a seasonal GNSS station was established at the Vostok Antarctic

base. Observations in 2016 and 2018 were performed and processed. A comparison of the data

shows that the characteristic seasonal features of the TEC change are repeated. In 2018, the

changes were less drastic than in 2016. Comparison of data with independent sources shows the

high reliability of our TEC values. The observations will be continued.
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Figure 4: TEC depending on the time of year for 2016 and 2018
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ABSTRACT. The agreement between local ties of measuring points of the stations in the Simeiz–

Katzively co-location site and space geodesy estimates of coordinates of these stations was quan-

tified. There are large discrepancies (up to 120 mm) between these data, the reason for which

needs a further study.

1. INTRODUCTION

The ITRF2014 construction depends on the availability of co-location sites where several in-

struments of different space geodesy techniques are operated and local surveys between instrument

measuring points are available (Altamimi et al., 2017).

One of those co-locations sites is the Simeiz–Katzively site (Figure 1) that is situated on the

south coast of the Crimea, Ukraine (Yatskiv et al., 2014). There are five stations of space geodesy

techniques located on the site: RT–22 radio telescope (IVS name: CRIMEA, IVS code: Sm, CDP

number 7332), two SLR stations — Simeiz (ILRS code: SIML, CDP Number 1873) and Katzively

(ILRS code: KTZL, CDP number 1893), two GNSS stations — CRAO (IGS station) and KTVL

(EPN station). On early 1990s observations with a mobile SLR station was carried out on the

ground marker SIME (CDP number 7561) that is situated not far from the Simeiz SLR station. At

present, coordinates and velocities of these stations are available in the ITRF2014 reference frame

(Altamimi et al., 2016) at epoch 2010.0.

The Main Astronomical Observatory of the National Academy of Sciences of Ukraine (MAO

NASU) performed on the Simeiz–Katzively site local survey geodetic campaigns in 1994 (Samoilen-

ko, 1996), 2004 (Samoilenko et al., 2007), 2008 and 2011 (Odynets et al., 2013) as well as GNSS

campaigns in 1994 (Bolotin et al., 1995), 2001 (Khoda, 2004), 2004 (Khoda, 2006), 2009 (Khoda,

2011). As the results corresponding local ties for measurement points of SLR and GNSS stations

with respect to the position of the VLBI station (RT–22) at the epoch 2004.6 were estimated

(Odynets et al., 2013) and has been provided the IERS Central Bureau.

2. PRELIMINARY ANALYSIS OF DATA

The ITRF2014 coordinates of the space geodesy stations on the Simeiz–Katzively site were

propagated to the epoch 2004.6. Differences between coordinates of the SLR and GNSS stations

with respect to the coordinates of the VLBI station (RT–22 radio telescope) will set the so-called

“catalogue values” of local ties on the site.

Variations of the distances ∆R, defined as (∆R)2 = (∆X)2 + (∆Y )2 + (∆Z)2, where ∆X, ∆Y

and ∆Z are survey geodetic local-tie values, are shown in Figure 2 as differences between values

∆R and their mean values. The types of lines are the same for the stations or markers located on

the same areas of the site (the first is around the RT–22 radio telescope, the second is around the

Katzively SLR station and the third is around the Simeiz SLR station).

The maximum variation of distances for markers around the RT–22 radio telescope (KTRT,
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Figure 1: The Simeiz–Katzively site
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Figure 2: Differences between estimated distances ∆R on the Simeiz–Katzively site and their mean

values

KTMG, RT–PIL) is 3.5 mm. Approximately the same values are for both stations and the SIM8

marker located around the Simeiz SLR station: from 0.7 mm for SIM8 to 3.5 mm for 1873 and

5.1 mm for CRAO. The differences between the distances for the mobile SLR station (7561) and

their mean value are in the range from -9.9 mm to 9.6 mm. Before campaigns in 1994 the centre

of the marker 7561 was destroyed that may be one of a cause of possible errors of centring and

determining the heights of the devices above the marker during measurements. Another possible

source of this large variation is excavation works around the 7561 marker between campaigns.

The Katzively SLR station (1893) and the KATS–PIL marker have significant offsets relative

to the RT–22 radio telescope. They are situated on the area that moves towards the sea in the

south direction with non-negligible velocity.

3. CONSISTENCY BETWEEN LOCAL TIES AND SPACE GEODESY ESTIMATES

As pointed out by Altamimi et al. (2017), quantifying the level of agreement between survey

geodetic local ties and space geodesy estimates of relative positions of the stations is very critical

for further investigation of the ITRF. Therefore the station position residuals (or tie discrepancies)

for the Simeiz–Katzively co-location site were computed. The obtained differences d(∆R) between

survey geodetic local tie distances and space geodesy catalogue distances on the site are shown in

Figure 3.

It is easy to see that line for 1893–7332 differences (for distances between the Katzively SLR

station and the RT–22 radio telescope) exhibits peculiar behaviour. We know that the velocities

for both the SLR stations on the Simeiz–Katzively site have the same values in the ITRF2014

catalogue. But as mentioned above the area around the Katzively SLR station has significant local

movements. One can compare velocities values in the catalogue for the Katzively SLR station
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Figure 3: Differences d(∆R) between estimated and catalogue distances on the Simeiz–Katzively

site

(1893) and the GNSS station KTVL that located near it, especially for Z component.

VX(1893) = −.01742 m/y, VX(KTV L) = −0.01967 m/y,

VY (1893) = 0.01914 m/y, VY (KTV L) = 0.01766 m/y,

VZ(1893) = 0.00819 m/y, VZ(KTV L) = −0.00106 m/y.

The residuals which are shown in Figure 3 are very large (up to 120 mm). Reasons for these

discrepancies could be both namely due to errors in survey geodetic local ties and in the ITRF2014

estimates of space geodesy coordinates for the Simeiz–Katzively site. Identifying the error sources

needs further study.

At first glance, it is obvious that during the construction of the ITRF2014 local tie vectors

between reference points on the Simeiz–Katzively site were not taking into account. Velocities of

the SLR stations 1873 and 1893 in the ITRF2014 are the same that contradicts the data shown

in Figure 2. Taking into account the significant local movements of the area around the Katzively

SLR station, for future ITRS realizations this area should be considered as a separate site.
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ATMOSPHERIC ANGULAR MOMENTUM RELATED TO EARTH
ROTATION STUDIES: HISTORY AND MODERN DEVELOPMENTS
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ABSTRACT. It was noted some time ago that the angular momentum of the atmosphere varies,

both regionally as well as in total. Given the conservation of angular momentum in the Earth system,

except for known external torques, such variability implies transfer of the angular momentum across

the atmosphere’s lower boundary. As nearly all is absorbed by the Earth below, the solid Earth

changes its overall rotation from this impact. Due to the large difference between in the moments

of inertia of the atmosphere and Earth, relatively big differences in the atmosphere are translated

as relatively very small differences in the Earth, measurable as changes in Earth rotation rate,

and polar motion. The atmospheric angular momentum (AAM) is that due to the motion of the

winds and to the changes in mass distribution, closely related to the atmosphere pressure patterns;

its variability in the atmosphere is mirrored in the Earth rotation rate and polar motion. This

connection between the global solid Earth properties and the global and regional atmosphere on

a number of time scales, especially seasonal and interannual, was much appreciated by Barbara

Kolaczek, with Jolanta Nastula, at the Space Research Center in Warsaw, and this was a subject

of our collaborative studies. Many calculations were made of atmospheric angular momentum,

leading to a service under the Global Geophysical Fluids Center of the IERS based on calculations

using both operational meteorological series, determined for weather forecasting purposes, and

retrospective analyses of the atmosphere. Theoretical development of the connection between

the AAM, Earth rotation/polar motion, and also the angular momentum of the other geophysical

fluids occurred at the same time that space-based observations and enhanced computer power were

allowing improved skills for both weather analysis and forecasting. Hence better determination of

the AAM became possible, which could be used as a measure for forecasting Earth rotation. Today

we are looking at the atmosphere in combination with the ocean and other fluids, and also assessing

the implications of climate variability on Earth rotation through climate model research. According

to models of the Earth system, significant changes in winds appear to be a possible result of climate

change, with implications for the Earth rotation parameters.

1. INTRODUCTION

Variations in the angular momentum of the atmosphere have been shown to be strongly related

to changes in the Earth orientation parameters due to the conservation of angular momentum in

the Earth system. The atmosphere (and the ocean) can be modeled based on physical equations.

We discuss how atmospheric angular momentum is measured and calculated and its relationship to

climate signals. Angular momentum of the atmosphere varies on a number of important timescales,

including seasonal, sub season, and inter annual, and all of these manifest in the related Earth

orientation signal.

Dynamically, angular momentum in a system changes by means of torques upon the system,

and this is true in the exchange of angular momentum between the atmosphere and the solid Earth.

Specifically, the main mechanisms causing these torques are normal torques against topography by

varying atmospheric pressure, and tangential torques from the lowest level of the winds upon the

Earth’s surface.
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Long-period models of the atmosphere and ocean show what has happened and might happen in

the future to angular momentum. The Coupled Model Intercomparison Project (CMIP) is an effort

to run multiple climate models, and determine the physical parameters in the future. Potential

global change in the winds and pressures point to changes in Atmospheric Angular Momentum

throughout the past and present centuries.

This presentation is dedicated to the memory of Prof. Barbara Kolaczek of the Space Research

Institute, Warsaw, Poland, with whom I collaborated with for many years. I was inspired by her

scientific insight and curiosity, determination, and genuine kindness.

2. METHODS TO DETERMINE ATMOSPHERIC ANGULAR MOMENTUM

Concerning the atmosphere, we need to have observations from the surface, upper air, and from

space. In order to use all of theses observations, there are a number of methods of combining them

with each other and with modeled information. The model itself is based on physical principles. The

backbone of the meteorological data is the radiosonde network of instruments that are launched at a

network of weather stations around the globe. In addition data from microwave instruments in polar

or oblique orbits, and infrared observations from geostationary satellites are needed used as well.

Information from GPS receivers yields temperature and moisture data. Data from the nosecones

of aircraft flying through their scheduled routes are also brought into the mix. Additionally ocean

measurements such as those from buoys, and expendable bathythermographs are used.

To put the information together, the observations are merged into an analysis whose basic

state is the short-term (typically 6-hour) forecast of a meteorological model. Geodetic functions

are calculated from the raw parameters of the new fields. Also, these fields become the base of

new forecasts both to carry on until the next assimilation time 6-hours later, or for more extended

weather forecasts, often out to 10 days or so.

Atmospheric models are expressed from physical principles. The equations of motion about

an axis in the rotating frame form the most important part of the framework. In this case the

torques which cause changes in angular momentum are products of the moment of inertia and the

angular acceleration. A second important equation is the equation of thermodynamics, in which

heat imposed on a system is the increase in temperature multiplied by the specific heat, plus the

work done by expansion. A third physical law is conservation of mass in which inflows of mass are

balanced by divergence in the absence of changes in local density. Conservation of mass applies to

both dry air and water vapor.

3. HISTORICAL CONTEXT OF VARIABLE EARTH ROTATION CONNECTION
TO ATMOSPHERIC ANGULAR MOMENTUM

The earliest observations of changes in length of day were made at Paris Observatory by Stoyko

and Stoyko (1936), who observed the annual variation of length of day. In 1948, Victor Starr of the

Massachusetts Institute of Technology (MIT) noted that the atmosphere need not conserve angular

momentum, and could share it with the Earth below. Starr started the General Circulation Project

at MIT, and one of its features was calculations of fluxes and changes in atmospheric angular

momentum. Walter Munk and his collaborators calculated atmospheric angular momentum and

wrote about connections to Earth rotation variations (Munk and MacDonald, 1960). Lambeck and

Cazenave (1973) of Paris Observatory made use of the MIT data to determine the excitations of

Earth rotation. Subsequently this connection was continued: Feissel and Gambis (1980) analyzed

intraseasonal oscillations in geodetic study, followed by Langley et al. (1981) of the same timescales

in the atmosphere.

Raymond Hide was instrumental in codifying the theory of the relationship of length of day

and polar motion from atmospheric models in Barnes et al. (1980). This formalism was used for
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calculations by the Sub-bureau for Atmospheric Angular Momentum, an agency of the International

Earth Rotation and Reference System Service (IERS). Salstein et al. (1993) organized the service

based on operational weather analyses from four meteorological centers: US National Centers

for Environmental Prediction, the European Centre for Medium-Range Weather Forecasts, the

United Kingdom Meteorological Agency, and the Japan Meteorological Agency. The Sub-bureau

was later renamed the Special Bureau for the Atmosphere of the Global Geophysical Fluids Center

(GGFC/IERS). Later, the procedures were later updated in Zhou et al. (2006) using more accurate

integration techniques and updated geophysical parameters. Besides calculations from operational

meteorological series, during the period of operation of the special bureau, Reanalyses of the

atmosphere became available and were routinely produced as well. Such series go back to use all

raw observational meteorological data and in order to reconstruct the fields of the atmosphere.

From the reanalyses, we were able to calculate the angular momentum parameters to produce a

more consistent result. The best known of these series have been the NCEP-NCAR reanalysis

(U.S. National Centers for Environmental Prediction-National Center for Atmospheric Research),

the ERA (European Centre Reanalyses), the the MERRA analysis from the US National Aeronautics

and Space Administration.

Efforts to use analysis and forecasts of AAM as a proxy for Length-of-day were used by Rosen et

al. (1987) and at the US Naval Observatory by Johnson et al. (2005) and with later improvements

by Stamatakos et al. (2018), including the use of the NAVGEM (U.S. Navy Global Environmental

Model and HYCOM (Hybrid Coordinate Ocean Model). At the GeoforschungsZentrum (GFZ), Dill

et al (2019) used ECMWF models, with ocean, land hydrology and sea-level models. At Vienna

University of Technology, an archive was established of atmospheric information for many geodetic

purposes (see Böhm and Schuh, 2013). Quite a bit of research was done on the connections

between AAM and Earth rotation parameters on time scales from seasonal (e.g. Höpfner et

al., 2001) and inter annual, including signals of the 2.2 year quasi-biennial oscillation and El

Niño/Southern Oscillation (especially J. Dickey at the Jet Propulsion Laboratory). Exhaustive

survey of these agreements was made by N. Sidorenkov in many publications and books.

4. METHODS TO DETERMINE ATMOSPHERIC ANGULAR MOMENTUM AND
CURRENT THEMES

AAM has three components. The axial component is to be compared with variations in the

rotation rate of the Earth, reckoned in changes in the length of day. The two components about

the equatorial axes may be related with change in the motion of the Earth’s pole.

In discussing length of day, it is noted that the excess length of day has had variations on many

time scales, from the century to decadal to the very high frequency. The C04 series of Earth

rotation, from Paris Observatory maintains the long term stability of this series. Variations on

sub-decadal scales down to a few days have been noted to be related to AAM. Formulas relating

the atmospheric series (Barnes et al., 1983) include volume integrals through the atmosphere for

the wind terms (known as u, the axial, or eastward or westerly, wind, and v, the meridional, or

northward or southerly, winds). Integrals on the surface of the Earth relating to the surface pressure

(or ps), approximate the mass term, because the total mass above a point on the surface, per area,

multiplied by the gravitation field, is approximately equivalent to the surface pressure, given an

assumption of hydrostatic equilibrium. Lastly, the so-called inverted barometer approximation has

generally been invoked to estimate the effect of a modified mass term in the ocean that counteracts

the changes in atmospheric mass over each point in the ocean. However, the equilibrium time for

the inverted barometer to hold is generally a few days or more.

The axial AAM is determined from different geographical regions in the manner as noted above.

In the annual mean, most of the atmosphere is positively oriented, which is to say that the mean

winds are from the west to the east. This movement of the air has positive angular momentum
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by convention. These mean westerlies exist thought the subtropics, middle latitudes, and peak in

the 30-40 degree latitude zone in both hemispheres, near the 200 hPa level due to jets at these

areas. In contrast, negative values of the angular momentum occurs in the mean between the

subtropics of each hemisphere and the tropics in the lower part of the atmosphere. There winds

flow predominantly from east to west, and are often known as the trade winds.

An important interannual signature is known as the El Niño/Southern Oscillation, whose basic

characteristics are warm ocean surface temperatures in the upper levels of the Pacific off the coast

of South America (El Niño) accompanied by a vacillation of atmospheric mass across the breadth

of the Pacific Ocean (Southern Oscillation). The oscillation period is approximately 4 years. Some

El Niño events are stronger than others, but in recent decades particularly important ones occurred

in 1982-83, 1997-98, and 2014-16.

Whereas angular momentum is exchanged between the solid Earth and the geophysical fluids,

leading to the equivalence of AAM and LOD variations, there must be a dynamic mechanism to

effect such changes. Torques do exist to foment the changes in angular momentum. Typically two

principal torque mechanisms occur either as normal or as tangential forces over the Earth surface.

The so-called mountain or topographic torque occurs when differential pressure on opposite side

of topographic features yield a force and interpreted as a torque at the distance to the Earth’s

axis. These occur largely on the time scales when weather phenomena are changing, on the order

of several days to a week. A second type of torque is a result of winds blowing across the surface,

where tangential friction is a drag force between the atmospheric fluid and the solid Earth. It

has time scales from the highest frequency of days, to sub-seasonal. A third torque is derived as

gravity-wave drag that simulates the forces on spatial scales smaller than the grid points of models

in use.

On long time scales, from decadal to century, the angular momentum of the Earth, and hence

the Length-of-Day, have varied in part due to tidal exchanges from the moon, and exchanges of

angular momentum with the Earth’s liquid core. However, the atmosphere also has variability on

the decade-to-century scales. A dedicated project known as the Climate of the 20th Century, is

based only on atmospheric surface pressures back to approximately 1870; this is the only consistent

observational data set back that far.

Currently, an important theme of research is running experiments with climate models to de-

termine what the future might be under certain scenarios. The Climate Model Intercomparison

Project (CMIP) uses atmosphere and ocean models coupled to each other, and in cases, land-

surface models as well to examine the state of the atmosphere based on possible changes in the

composition of the atmosphere for sociological and economic reasons, mostly due to the imposition

of new greenhouse gases. We have taken the mass and motion fields from the atmospheric portion

of the CMIP project to determine that under increased carbon dioxide in the atmosphere, the com-

position of the winds in the atmosphere may change (Salstein et al., 2012). In particular, increases

in the westerly winds, especially at the high altitude levels will be accompanied by increased axial

angular momentum. Such increases may occur up to about 10% of the current relative angular

momentum of the atmosphere by the end of the 21st century. Further explanations and results are

given in the proceedings of this meeting in the paper of Böhm and Salstein.

Variations in polar motion have also been driven by the geophysical fluids, the atmosphere and

the ocean. There were many efforts to determine the origins of atmosphere-driven polar motion

variations. Links especially were found to areas over Eurasia and North America where weather

systems bring strong variations of mass in the form of fluctuations of weather systems (Nastula

et al., 2005). In addition, mass changes from land-based hydrology, have been noted as being

important to excitations of polar motion. Such information has been determined from atmospheric

analyses, land hydrology models, and fields from the Gravity Recovery and Climate Experiment

(GRACE) (Nastula et al., 2007).

In conclusion, the atmosphere is a mobile and variable component of the Earth system. Even
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though it is so much less massive than the solid Earth, the changes are visible in the angular

momentum of the solid Earth, and hence the Earth rotation parameters itself.

5. REFERENCES

Barnes R.T.H., Hide, R., White, A.A., Wilson, C.A., 1983, ”Atmospheric angular momentum

fluctuations, length-of-day changes, and polar motion”, Proceedings Royal Society A, 387, pp.

31–73.
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Acad. Ici. Paris. 203, pp. 39–40.

Zhou, Y.H., Salstein, D.A., and Chen, J.L., 2006, ”Revised atmospheric excitation function series

related to Earth’s variable rotation under consolidations of surface topography”, J. Geophys.

Res. 111, D12108, doi:10.1029/2005JD006608.

213



214



PROGRADE AND RETROGRADE TERMS OF GRAVIMETRIC
POLAR MOTION EXCITATION ESTIMATES FROM THE NEWEST
GRACE GRAVITY FIELD MODELS
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ABSTRACT. In this study, we computed hydrological polar motion excitation functions (Hydro-

logical Angular Momentum, HAM) from two recent releases of GRACE (Gravity Recovery and

Climate Experiment) monthly gravity field models, RL05 and RL06. In contrast to the previous

works, here, the equatorial components of polar motion excitation functions (χ1 and χ2) were

decomposed into prograde (χP ) and retrograde (χR) time series by applying Complex Fourier

Transform (CFT). The computed series were evaluated by comparison with the hydrological signal

in observed polar motion excitation (geodetic residuals, GAO). We examined temporal variations

of HAM series in seasonal and non-seasonal spectral bands. We showed that both χP and χR
terms of HAM can be determined by GRACE satellites with congruous levels of accuracy. We also

demonstrated that the new GRACE RL06 data increased the consistency between solutions from

different data centres and improved the agreement between GRACE-based HAM and GAO.

1. INTRODUCTION

It is commonly known that for time scales of a few years or shorter, the main contributors to

polar motion (PM) excitation are variations in global mass distribution of atmosphere, ocean and

continental hydrosphere. The atmospheric and oceanic contributions have been well-established

(Gross et al. 2003; Nastula et al. 2007; 2009) but HAM is believed to be the main source of

uncertainties in PM excitation. It was shown in recent researches that compared to Hydrologi-

cal Angular Momentum (HAM) estimations obtained from either hydrological or climate models,

GRACE-based HAM functions were in better agreement with hydrological signal in observed PM

excitation (Nastula et al. 2019; Seoane at al. 2011; Śliwińska et al. 2019).

Recently, the official GRACE data centres have been released new GRACE RL06 solutions and

the first efforts to evaluate these data have been made in the work of (Göttl et al. 2018). That

paper showed that both the consistency between particular solutions and the agreement between

HAM and GAO have increased when applying the newly processed GRACE data.

A common method to describe PM excitation is the use of two equatorial components of this

function, χ1 and χ2. However, the polar motion excitation exhibits two circular terms: retrograde

(clockwise) and prograde (counter-clockwise). In previous works, the PM excitation was generally

decomposed into prograde and retrograde terms but at one fixed frequency. In this study, we

considered the total prograde (χP ) and retrograde (χR) parts of PM excitation function. We

reconstructed these terms in time domain from χ1 and χ2 with the use of Complex Fourier Trans-

form (CFT) (Bizouard 2016). The circular terms of investigated series were then separated into

seasonal and non-seasonal oscillations.

The objective of this study was to consider what the new GRACE RL06 solutions might con-

tribute to the understanding of residual PM excitations as observed by space geodesy techniques.

Here, we validated HAM series from the new GRACE RL06 and from previous GRACE RL05 data,

using observed hydrological signal in PM excitation, derived from precise measurements of pole
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coordinates (geodetic residuals, GAO). The GRACE estimations of HAM were also compared with

the HAM from Land Surface Discharge Model (LSDM).
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Figure 1: Retrograde (left) and prograde (right) parts of the seasonal HAM variation. Black line:

GAO. Green and red lines: old and new averaged GRACE solutions respectively with the range

between minimum and maxium values of the 5 individual solutions. Yellow line: LSDM model.

2. DATA SETS

2.1 Geodetic residuals (GAO)

The χ1 and χ2 components of the observed geodetic PM excitation function (Geodetic Angular

Momentum, GAM) can be computed from observed coordinates (x, y) of the Earth pole which are

routinely delivered as daily C04 series of Earth Orientation Parameters (EOP). In order to sepa-

rate hydrology-related effects from GAM, the atmosphere and ocean angular momentum should

be removed (AAM and OAM functions, respectively). The resulting residual series are denoted as

geodetic residuals (GAO). In this study, GAM, obtained from the EOP 14 C04 series, were taken

from the International Earth Rotation and Reference Systems Service (IERS) website (https://

www.iers.org/). For mass terms of atmosphere and ocean, we used GAC JPL RL06 time se-

ries of ∆C21, ∆S21 coefficients of the GRACE non-tidal atmosphere and ocean de-aliasing data,

available from https://podaac-tools.jpl.nasa.gov/drive/files/allData/grace/L2/JPL/

RL06. Motion terms of AAM were computed by the GFZ from the European Centre for Medium-

range Weather Forecasts (ECMWF) model and accessed from ftp://esmdata.gfz-potsdam.

de/../EAM/. For motion terms of OAM, we used the series provided by GFZ and computed from

Max Planck Institute Ocean Model (MPIOM).

2.2 HAM functions from GRACE

Here, we evaluated monthly GRACE satellite-only models (GSM), also denoted as GRACE

Level-2 data. In order to compute HAM, we converted ∆C21, ∆S21 coefficients of the geopotential

into χ1 and χ2 equatorial components of mass-related PM excitation function, based on formulas

given in (Gross 2015). In this paper, we used the GRACE GSM fields provided by five different pro-
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Figure 2: Retrograde (left) and prograde (right) parts of the non-seasonal HAM variation. Black

line: GAO. Green and red lines: old and new averaged GRACE solutions respectively with the range

between minimum and maxium values of the 5 individual solutions. Yellow line: LSDM model.

cessing centres: Center for Space Research (CSR RL05 and CSR RL06 solutions), Jet Propulsion

Laboratory (JPL RL05 and JPL RL06 solutions), GeoForschungsZentrum (GFZ RL05 and GFZ

RL06 solutions), Centre National d’Études Spatiales (CNES RL03 and CNES RL04 solutions),

Institute of Theoretical Geodesy and Satellite Geodesy of the Graz University of Technology (ITSG

2016 and ITSG 2018 solutions).

2.3 HAM and SLAM functions processed by GFZ

We also considered HAM computed from the Land Surface Discharge Model (LSDM) and

provided by GFZ (ftp://esmdata.gfz-potsdam.de/../EAM/). It should be kept in mind that

both GRACE and GAO include barystatic sea level changes due to inflow of water from lands

into the oceans (sea-level angular momentum, SLAM) but SLAM is not included in hydrological

models. Therefore, to make LSDM-based HAM more comparable with GAO and GRACE estimates,

we added SLAM to it. These SLAM series are also provided by the GFZ.

3. RESULTS

Figure 1 compares the prograde and retrograde values of seasonal HAM for the GRACE RL05

and RL06 averaged solutions. For each averaged values, we display the range between minimum

and maximum values of the 5 GRACE individual solutions, mentionned above. Time series of GAO

and HAM from the LSDM model (with SLAM added) are provided for comparison. It is clear that

updating some background models and processing algorithms in the GRACE RL06 data resulted in

increased compatibility of HAM between solutions from different data centres (indicated by reduced

range), especially for the χR term. Notably, the χR part for the GRACE-based mean HAM data

underestimated seasonal variations of both GAO and LSDM-based HAM. Figure 2 replicates Figure

1 but for the non-seasonal variations. It showed that non-seasonal variations were characterized

by bigger amplitudes than seasonal ones, which was especially visible for GRACE data. With the

new GRACE RL06 solutions, different estimations of HAM were more similar to each other but
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visible discrepancies were still present. Nevertheless, the HAM from the mean of all new GRACE

solutions revealed to be more consistent with GAO and LSDM-based HAM than the HAM from

any single GRACE solution. In order to assess the variability of analysed time series, we computed

their standard deviation (STD), shown in Table 1. For seasonal variations, the χP and χR parts

reveal rather similar STD within each GRACE solution. Notably, almost all GRACE solutions

underestimate the STD of HAM (except χR for JPL RL05), and this was more evident for the χR
term. In terms of non-seasonal changes, the χR circular term variation appeared to be stronger

than the χP term for most of the HAM series from old GRACE RL05 series (CSR RL05, JPL RL05,

ITSG 2016, CNES RL03, except GFZ RL05), as indicated by the STD values (Table 1). For new

GRACE RL06 data, χR is stronger than χP for HAM from CSR RL06, JPL RL06 and CNES RL04.

GAO and HAM computed using LSDM are also characterized by biggest STD values for χR. In

order to analyse the agreement between different HAM series and GAO, we computed correlation

coefficients (Table 2) and relative explained variances (Table 3). The relative explained variances

were computed using formulae shown in Śliwińska et al. 2020. Table 2 showed that for seasonal

oscillations, the CSR RL06 solution provided the highest correlation of HAM with GAO (0.87) for

the χR term, while the best result for the χP part was obtained for CNES RL03 and CNES RL04

(0.74 and 0.73 respectively). The highest relative explained variance was obtained for CSR RL06 in

χR (51%) and for CNES RL03 and CNES RL04 in χP (49% and 52%, respectively). Notably, the

HAM function obtained from LSDM revealed a very good agreement with the GAO series but only

pertaining to the retrograde part (correlation coefficient of 0.74 and relative explained variance of

54%).

Table 1: Standard deviation of retrograde and prograde terms of GAO and HAM time series for

seasonal and non-seasonal variation. The values are given in mas

Seasonal Non-seasonal

Series χR χP χR χP

GAO 10.24 4.35 8.00 6.83

CSR RL05 3.29 3.08 8.20 7.37

CSR RL06 3.82 3.80 6.43 5.80

JPL RL05 4.95 4.69 11.83 6.49

JPL RL06 3.14 3.00 6.35 5.69

GFZ RL05 3.31 2.77 8.68 8.76

GFZ RL06 2.36 2.42 5.96 6.05

CNES RL03 2.73 2.22 8.12 7.71

CNES RL04 2.86 2.64 7.15 6.13

ITSG 2016 2.48 1.94 9.02 6.94

ITSG 2018 2.95 3.14 5.65 5.84

LSDM 6.75 2.72 7.20 6.61

In terms of non-seasonal HAM changes, the best correlation agreement with GAO for both

χP and χR terms was observed for CSR RL06 (0.66 and 0.68 for χR and χP , respectively) and

ITSG 2018 data (0.64 and 0.59 for χR and χP , respectively), and the highest relative explained

variance was obtained for CSR RL06 (42% and 44% for χR and χP , respectively) and ITSG 2018

solutions (40% and 28% for χR and χP , respectively). For χP , LSDM-based HAM provided results

comparable with those obtained for CSR RL06 and ITSG 2018.

4. CONCLUSIONS

In this study, we decomposed equatorial components of HAM (χ1 and χ2) into prograde and

retrograde circular terms (χP and χR), using CFT. We evaluated χP and χR components of HAM
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Table 2: Correlation coefficients of retrograde and prograde parts of seasonal and non-seasonal

variation between GAO and different HAM. The critical value of the correlation coefficient for 25

independent points and a confidence level of 0.95 was 0.34. The standard error of the difference

between two correlation coefficients for 25 independent points was 0.30

Seasonal Non-seasonal

Series χR χP χR χP

CSR RL05 0.84 0.48 0.50 0.51

CSR RL06 0.87 0.62 0.66 0.68

JPL RL05 -0.57 0.31 0.45 0.56

JPL RL06 -0.07 0.08 0.50 0.35

GFZ RL05 0.67 0.40 0.42 0.67

GFZ RL06 0.84 0.58 0.30 0.48

CNES RL03 0.63 0.74 0.49 0.53

CNES RL04 0.60 0.73 0.48 0.56

ITSG 2016 0.80 0.28 0.49 0.57

ITSG 2018 0.68 0.64 0.64 0.59

LSDM 0.74 0.11 0.35 0.64

Table 3: Percentage of variance in GAO explained by HAM functions for retrograde and prograde

parts of seasonal and non-seasonal variation. The values are given in %

Seasonal Non-seasonal

Series χR χP χR χP

CSR RL05 43 18 -3 -6

CSR RL06 51 32 42 44

JPL RL05 -78 -50 -87 16

JPL RL06 -13 -37 16 -12

GFZ RL05 33 11 -26 8

GFZ RL06 34 34 -11 7

CNES RL03 27 49 -4 -8

CNES RL04 26 52 6 21

ITSG 2016 33 5 -15 13

ITSG 2018 31 41 40 28

LSDM 54 -25 -19 29
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obtained from GRACE RL05 and RL06 series and from LSDM hydrological model by comparing

them with hydrological signal confused with PM excitation residual (GAO). In contrast to χ1 and

χ2 representation, where we observed significantly better results for χ2 than for χ1 component

(see e.g. Nastula et al 2019, Śliwińska et al. 2019, 2020), the consistency with GAO was at

the similar level for both χR and χP . The new GRACE solutions leads to an better consistency

between χR and χP .

Despite different methods of representation, our general conclusions are similar to those drawn

in works dedicated to χ1 and χ2 analyses. With the new GRACE data, the consistency between

different solutions has been increased. HAM from the new RL06 GRACE data were more smoothed

(smaller amplitudes and standard deviation) compared to HAM from RL05. The new GRACE

solutions provide better correlation and variance agreement with observed PM excitation than the

previous GRACE data. Despite improved correlation agreement with reference data, there is still

no satisfactory amplitude and variance compatibility. For most of the oscillations considered, the

highest agreement with reference data was obtained for CSR RL06 and ITSG 2018 solutions. The

highest results improvement was detected for JPL.

We also noted that the HAM obtained from LSDM model is significantly correlated with GAO

for the non-seasonal prograde and seasonal retrograde parts.
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ABSTRACT. Second order effects, in the sense of perturbation theories, of IAU2000 nutation

model (Mathews et al. 2002) are inherited from the Hamiltonian rigid Earth nutations REN2000

(Souchay et al. 1999). The transformation to IAU2000 non-rigid Earth model is made by applying

the same frequency-dependent transfer function as in the case of first order nutations.

We analyze the nature of the second order effects considered in REN2000 and the used way

to derive their corresponding non-rigid contributions. In addition, we discuss the existence of some

additional second order terms that, in contrast to the rigid model, might play a role for the non-rigid

Earth. The situation is exemplified for a Poincaré non-rigid Earth model, obtaining the second order

nutations of the angular momentum axis (Poisson terms) by means of a Hamiltonian approach.

1. INTRODUCTION

Current accuracy demands in the Earth rotation modeling require the incorporation of terms

previously neglected (e.g., Ferrándiz et al. 2020). Among them, one of the most important group

is that referred to as second order terms. In fact, some of those terms were considered in the first

works of the modern Earth rotation theories (e.g., Kinoshita 1977 or Kinoshita & Souchay 1990).

The nature of second order effects, however, is not uniform. We can distinguish between

physical and mathematical second order terms. The first ones are due to interactions, Earth

model features, etc. that have a small magnitude with respect to a reference value associated to

the Earth rotational dynamics —typically the kinetic energy in the free rotational motion. Some

representatives are higher order terms of the geopotential, direct effects of the inner core, etc.

Once modeled, they can be incorporated into the theory following a standard first order, or linear,

procedure.

The second ones are related to our (un)skill to solve the differential equations of the rota-

tional motion. They emerge as a consequence of developing a more approximate solution to those

equations. Their determination is cumbersome, specially if one is interested in obtaining analytical

solutions, and many techniques have been historically developed to tackle with those terms (e.g.,

Ferraz–Mello 2007). Within our context the names second order effects in the sense of pertur-

bation theories, nutation-nutation coupling, crossed-nutation effect, etc. belong to this kind of

contributions and are equivalent.

In this article, we aim at sketching how these mathematical second order terms are currently

incorporated in IAU2000 nutation model and why their treatment is neither consistent nor complete.

2. SECOND ORDER TERMS IN IAU2000

IAU2000 nutation model (Mathews et al. 2002) is based on a transfer function —or normal-

ized amplitude— characterizing the features of the Earth model under consideration (three layers,

anelastic mantle, etc.) which is applied to the rigid Earth Hamiltonian nutation series REN2000

(Souchay et al. 1999).

By doing so, the non-rigid nutations due to the lunisolar torque are obtained from the rigid
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nutations of the Earth figure axis1 described by the rigid amplitude nutation η̃R (t). This is accom-

plished by the product of η̃R (σ) with the transfer function T (σ) in the frequency domain, where

σ denotes the frequency of any spectral component of the gravitational potential relative to the

rotating Earth and stemming from the orbital motion of the Moon and the Sun —see Mathews et

al. (1991) for further details.

This way of obtaining the nutations is very useful, since it uses the rigid model as a proxy,

avoiding the direct manipulation of the geopotential. In its derivation, however, it is implicitly

assumed a first order theory of the rigid Earth (e.g., Mathews et al. 1991) what represents a

limitation for its general application to higher orders of perturbation.

Indeed, the procedure of construction of the transfer function considers a relationship between

the polar motion of the rigid Earth m̃R (σ) and the tesseral part of the second degree of the

gravitational potential of the Earth φ̃ (σ) given by

m̃R (σ) =
e

e − σ φ̃ (σ) . (1)

Here, e = (C − A) /A is the ellipticity of the Earth with A the principal moment of inertia about

any axis contained in the equatorial plane —passing through the Earth’s center of mass— and C

about the axis perpendicular to it.

Equation (1) is similar to the first order theory developed in Eqs. (6.22) and (6.23) by Ki-

noshita (1977), as it can be shown by a proper identification of the notations. In this regard, the

Hamiltonian framework employs customarily the dynamical ellipticity Hd = (C−A)/C instead of e.

That dynamical ellipticity is included in the parameter k —kM and kS— related to the perturbers

and considered in those theories. Specifically, we have

kM,S = 3
GMM,S

a3
M,S
ωE

Hd . (2)

The linear e dependence in the numerator of Eq. (1) —alternatively, the Hd dependence— is

due to the linear response of the polar motion to the geopotential, valid for a first order theory.

The functional form of the denominator is associated with the proper modes of the Earth model.

Hence, in the case of a rigid Earth it just involves the Eulerian frequency.

When moving to non-rigid Earth models the number of proper modes increases and Eq. (1) is

substituted by

m̃ (σ) =
[
M−1 (σ) y (σ)

]
1
φ̃ (σ) . (3)

In this way, the transfer function is given by (Mathews et al. 1991)

T (σ) =
η̃ (σ)

η̃R (σ)
=

m̃ (σ)

m̃R (σ)
=
e − σ
e

[
M−1 (σ) y (σ)

]
1
, (4)

which keeps the linear dependence with e in the denominator as derived from Eq. (1). It allows

the computation of the non-rigid amplitude by

η̃ (σ) = T (σ) η̃R (σ) . (5)

The current standard of the Earth nutation IAU2000 (Mathews et al. 2002) applies the former

procedure (Eqs. 4 & 5) to the total rigid nutation amplitudes of the figure axis due to the lunisolar

perturbation (Souchay et al. 1999). However, those amplitudes result from different effects.

In particular, one part of the rigid terms is due to second order effects in the sense considered

in this work (Souchay et al. 1999, Table 1). They take into account two main contributions:

1The situation is different for the nutations of planetary origin as it has been recently shown in Ferrándiz et al.

2018).
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• Crossed-nutations: characterized by the influence of the nutation itself on the torque exerted

by the Moon and the Sun. This is the most important part and it is intrinsically associated

to the rotation —rotation on rotation effects.

• Spin-orbit coupling: it is due to the interaction between the orbital motion of the Moon and

the J2 component of the geopotential. This effect is mainly related to the way in which the

Moon ephemeris (ELP-2000, Chapront-Touzé & Chapront 1983) are used when constructing

the rotation theory of the Earth.

Since the second order nutations are expected to be small, REN2000 (Souchay et al. 1999)

performs different simplifications that make easier the computations. One of the most important

is the identification of the amplitudes of the figure axis with those of the angular momentum axis

(Poisson terms), i.e., it neglects contributions related to the Oppolzer terms. Those approximations

are right from a numerical point of view —at the 2 µas level— as it was shown in the comprehensive

second order theory constructed in Getino at al. (2010), where the main part of those simplifications

are removed.

As a consequence, the amplitudes in longitude and obliquity of the angular momentum axis

provided in REN2000 (Souchay et al. 1999; sections 2 and 3) depend mainly on the orbital

characteristics of the perturbers, which are known functions of time provided by the corresponding

orbital ephemeris, but not on the Earth model.

The only way in which the Earth structure enters into these expressions is through a linear

dependence with the parameter H2d , not Hd . There is no dependence of those formulae on the

proper mode of the rigid model which would be introduced through the Eulerian frequency as it is

the case in the first order expressions (e.g., Kinoshita 1977, Eqs. 6.22 and 6.23 through Ng).

The application of the transfer function approach, as done in IAU2000, under these circum-

stances gives raise, at least, to the main following problems:

• The transfer function given in Eq. (4) cannot be applied to second order terms, since the

second order contributions to the polar motion are proportional to e2 (Getino et al. 2010,

Eqs. 69) and not to e like in Eq. (1)

• Even if it were correct, it cannot be applied to REN 2000 (Souchay et al. 1999) second order

terms, because they do not depend on Earth structure (not consistent). They just require

a scaling of the form H2d/H
2
Rd to take into account the change in the dynamical ellipticity

value when passing from the rigid to the non-rigid Earth model

Those facts, although numerically small, represent inconsistencies in IAU2000 that must be

avoided.

In addition, IAU2000 totally lacks from the effect of Earth’s structure on the second order

terms, simply because it is the case of REN2000 (Souchay et al. 1999). Hence, all the second

order contributions to the Oppolzer terms are absent. It is also the case of the part of the second

order amplitudes of Poisson that depends on the Earth model.

Due to the fluid core resonance those terms can be amplified, contributing in a non-negligible

way in view of current accuracies as it has been shown in the case of precession (Baenas et al.

2017). This situation is summarized in Table 1.

3. POINCARÉ EARTH MODEL: POISSON TERMS

To solve the former difficulties concerning the construction of a second order theory of the non-

rigid Earth two main steps are required. First, it is necessary to develop a framework where the

second order terms can be derived in a consistent way, since the current transfer function procedure
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is not valid at the second order. Second, we have to compute the second order amplitudes for

different Earth models, evaluating the real contribution of the non rigidity to the nutations through

the normal modes of the considered non-rigid Earth.

Second order terms REN2000 IAU2000

Poisson
Present

Incorrect modeled

Model independent (but H2d) (not consistent)

Poisson
Absent

Absent

Model dependent (incomplete)

Oppolzer
Absent

Absent

Model dependent (incomplete)

Table 1: Second order terms considered in IAU2000.

Both can be accomplished following a Hamiltonian approach, since this formalism is naturally

fitted to construct analytical approximate solutions of the second order by means of perturbation

theories. Indeed, the same approach was used for the rigid Earth in REN2000 (Souchay et al.

1999) and later extended by Getino et al. (2010).

The procedure, even with the use of symbolic software, is quite cumbersome due to the intrinsic

complexity of second order theories and to the number of degrees of freedom of the non-rigid

models. Hence, we have started this study considering the second order nutations for the Poisson

terms of a Poincaré Earth model —rigid mantle and fluid core. The developments are out of the

scope of this contribution and are presented in detail in Getino et al. (2020).

They are based on considering an specific Non Singular Complex Canonical Variables (NSCCV)

set combined with a perturbation theory based on canonical transformations (Hori 1966). The use

of the NSCCV set allows obtaining an Hori kernel that simplifies the application of the perturbation

algorithm up to the second order.

That procedure leads to the determination of second order analytical expressions for the nuta-

tions of the angular momentum axis. The most important conclusion is that, in contrast to first

order results, Poisson terms do depend on the Earth interior structure. In our case, that depen-

dence arises from the normal modes of the Poincaré model, i.e., the Chandler Wobble (CW) and

the Free Core Nutation (FCN).

The general structure of those nutations are

∆2λ = H2d

∑

p,q

cpcq



∑

ip 6=0, jq 6=0
τ, ρ=±1

Laip, jq, τ, ρ +
∑

ip , jq
τ, ρ=±1

Lbip, jq, τ, ρ


 sin

(
τΘip − ρΘjq

)
,

∆2I = H2d

∑

p,q

cpcq



∑

ip 6=0, jq 6=0
τ, ρ=±1

Oaip, jq , τ, ρ +
∑

ip , jq
τ, ρ=±1

Obip , jq , τ, ρ


 cos

(
τΘip − ρΘjq

)
,

(6)

where the amplitudes with superscript a are independent of the Earth model —but H2d , and those

with superscript b do depend on it. For example, one of the contributions of Laip, jq , τ, ρ and Oaip , jq , τ, ρ
—model independent— given by

1

8

τm5i
τni − ρnj

(
1

τni
+

1

ρnj

)(
τm5iBiB

′
j + ρm5jB

′
iBj
)
. (7)
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And for Lbip, jq, τ, ρ and Obip , jq , τ, ρ —model dependent— by

sin I

2

1

(τni − ρnj)
ωE − τni − r3∏

k=1,2

(ωE − τni − σk)

(
C′i ,τCj,ρ + Ci ,τC

′
j,ρ

)
. (8)

In the former expressions, Θk denotes a combination of the Delaunay variables for the Moon and

the Sun and nk represent its time derivative. The orbital functions B and C were introduced in

Kinoshita (1977) — see Getino et al. (2020) for a full explanation of the notations.

Equation (7) provides basically the same contributions as those given in REN2000 (Souchay et

al. 1999), since they are model independent. However, the terms of the form of Eq. (8) depend

on the Earth model through r3 and the parameters σ1,2 that are related to CW and FCN.

For a particular parameter set of a Poincaré model derived from Getino & Ferrándiz (2001),

we have evaluated the former formulas, recovering as a limiting case the rigid values. We have

also reproduced (not displayed) the second order contribution to the precession rate (Baenas et al.

2017). As it can be seen in Table 2, the numerical differences, i.e., the second order contributions

of the non-rigidity, are relevant for some frequencies at the tens µas level even for the Poisson

terms.

Argument Period Poincaré Earth Rigid Earth Difference

lM lS F D Ω (days) Lon. Obl. Lon. Obl. Lon. Obl.

0 0 0 0 1 -6798.36 -27.2 72.0 -30.1 30.0 2.9 42.0

0 0 0 0 2 -3399.18 -1209.0 234.5 -1212.6 236.4 3.6 -1.9

0 1 0 0 0 365.26 0.4 -0.9 1.1 -0.1 -0.7 -0.8

0 0 2 -2 2 182.62 -7.4 3.7 -0.3 0.1 -7.2 3.9

0 0 2 -2 1 177.84 91.9 -72.5 92.6 -73.0 -0.8 0.6

0 0 2 0 2 13.66 -5.7 1.4 -4.9 1.0 -0.9 0.6

Table 2: Second order Poisson terms: In-phase, Poincaré model (Units: µas).

4. CONCLUSIONS

Second order terms in the sense of perturbation theories are not consistently considered by

current IAU2000 (Mathews et al. 2002) nutation model. That incorrect modeling might lead to

some differences of a few µas —to be determined. It can be corrected by transforming second

order rigid amplitudes of REN2000 (Souchay et al. 1999) through a re-scaling of H2d . In addition,

IAU2000 (Mathews et al. 2002) lacks the influence of the Earth structure (normal modes) in

Poisson terms and Oppolzer terms, simply because it was not considered in REN2000 (Souchay et

al. 1999).

Even having the complete amplitudes of the second order rigid part (Getino et al. 2010),

obtaining the non-rigid contributions with the current approach is not direct, because the used

transfer function assumes linearity what is not valid for second order terms.

The Hamiltonian approach provides a suitable framework to derived the second order nutations

of a non-rigid Earth. For Poincaré model, we have shown that at the second order Poisson terms

are affected by the Earth structure with non-negligible amplitudes (Getino et al. 2020). This

approach must be extended to compute Oppolzer terms and incorporated in the standard models

of the rotation of the Earth.
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ABSTRACT. At its 2006 General Assembly, the International Astronomical Union (IAU) has

adopted a new precession theory, called the ”IAU 2006 precession”, that is dynamically consistent

and compliant with the IAU 2000 nutation. The time variation of the Earth’s dynamical flattening

J2 is one of the contributions to the IAU 2006 model for the precession rate in longitude. However,

the uncertainty in the J2 model is one of the greatest sources of uncertainty in this precession

theory. In this paper, we use the latest observational data from the satellite laser ranging to

investigate the effect of different J2 long time variations in solving the precession of the equator.

The polynomial expressions for precession quantities are developed with a method similar to the

IAU 2006 approach and are checked using the latest VLBI series of celestial pole offsets. However,

a longer time span of VLBI data is required to reveal which J2 model is more realistic. A serious

study should be carried out before introducing a new J2 variation in the IAU precession model.

1. INTRODUCTION

The current precession model recommended by the IAU and IERS is named the IAU 2006

precession (Capitaine et al. 2003). It is compatible with the IAU 2000 nutation and provides

polynomial formulas for a number of quantities for the CRS-to-TRS transformation paradigms.

As one part of the IAU 2006 model, the precession of the ecliptic was derived by fitting the

analytical ephemerides VSOP87 to the long term numerical ephemerides DE406 over the time

span J1000.0 to J3000.0. For the precession of the equator, the basic quantities ψA and ωA
were derived by solving the dynamical differential equations using the improved ecliptic precession,

updated integration constants provided by the IAU 2000 model, and the best non-rigid Earth model

available at that time (Capitaine et al. 2003). One important feature of the IAU 2006 precession

of the equator is the inclusion of a negative J2 rate (J2 is known as the Earth’s form factor or

the second-degree zonal harmonic of the Earth’s gravitational field) that is generally attributed to

the postglacial rebound of the Earth’s mantle. The value for the J2 rate adopted in the IAU 2006

model, according to Williams (1994), is such that

J̇2 = −3.001× 10−9 cy−1. (1)

However the relative uncertainty of the J2 rate reaches about 20% (Williams 1994), which is

therefore one of the main limiting factors of the accuracy of the precession in longitude.

More recently, Liu & Capitaine (2017, denoted LC17) tried to construct an improved pre-

cession model by taking into account various progresses in Earth rotation theories, solar system

ephemerides, as well as the best available celestial pole offsets monitored by the very long baseline

interferometry (VLBI). In the LC17 work, new ephemerides INPOP10, DE406, and VSOP2013

were used to build the precession of the ecliptic. Several progresses in theoretical precession rates

including contributions from revised non-linear terms, tidal Poisson terms, second-order torque,

Galactic aberration, and more importantly, new determinations of the J2 variation, were applied to
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Table 1: Theoretical contributions of J2 to precession rates in X component. Unit: mas cy−2 and

mas cy−3.

t2 t3

IAU 2006 rψ(J2) −14.0± 3.0 0

LC17 rψ(J2) −2.5± 1.2 +50.6± 9.2

LC19 rψ(J2) −1.4± 1.1 +87.0± 9.1

J2 data (2002-2019) rψ(J2) +17.7± 1.0 0

No J2 rψ(J2) 0 0

integrate the dynamical differential equations for the precession of the equator:

sinωA
dψA
dt

= (rψ sin ǫA) cosχA − rǫ sinχA,
dωA
dt

= rǫ cosχA + (rψ sin ǫA) sinχA. (2)

The solution in Liu & Capitaine (2017) has significant difference for the quadratic and cubic

term in the polynomials of ψA. It shows certain improvement with respect to the IAU 2006 preces-

sion as indicated by VLBI residuals. However, due to large uncertainty in the J2 empirical models

and limited time span of the VLBI observations, the authors recommended to retain the current

IAU model. In this short paper (denoted LC19), we report our new effort of improving the IAU

precession model. The main updates of the present study are consideration of new J2 data provided

by NASA GSFC SLR observations and the use of a longer VLBI series of celestial pole offsets.

2. LONG TERM VARIATION OF THE EARTH’S J2

Generally the long-term trend in J2 has been approximated by a negative linear drift attributed

to postglacial rebound of the Earth’s mantle or the ongoing global isostatic adjustment, therefore

a constant J2 rate was adopted in the IAU 2006 precession. The observations from SLR data used

in LC17 (up to 2011, denoted by gray dots in Figure 1) demonstrates that the deceleration in J2
variation is significant. One important conclusion is that the long-term variation of the Earth’s

dynamical form-factor J2 appears, from SLR observations up to 2011, to be more quadratic than

linear in nature (Cheng et al. 2013).

According to newly added SLR data from 2002 to 2018 plotted as green dots in Figure 1, the

J2 rate seems positive in recent years (Loomis et al. 2019), which is opposite to the value adopted

by the IAU model . This fact gives us adequate reason to believe that J2 variation adopted in LC17

is still appropriate and motivates us to study more carefully this effect on the Earth’s precession.

In all, we have 43-year data from 1976 to 2019 as illustrated in Figure 1, and they are fitted to a

parabola again in the whole interval. Based on the theoretical contribution of the Earth’s oblateness

to the precession rate in longitude (Capitaine et al. 2003), we calculated the numerical values of

rψ corresponding to different J2 empirical models. In Table 1 the first and second lines give the

theoretical contribution of J2 used in the IAU 2006 and the LC17 paper. The third line corresponds

to the updated coefficients when new SLR data are added in the present analysis, which have been

brought into the integration of the precession equation. We call the new solution L19 in this work.

The last line has been obtained from only new data between 2002 and 2018 such that the trend

of J2 is positive.

3. UPDATED SOLUTION

The upgraded precession of the equator is obtained by solving the differential Eq. 2 with using

(i) as in LC17, the updated ecliptic precession expressions derived from VSOP2013 and DE422 as

given in LC17, (ii) the theoretical contributions to the precession rates including the J̇2 as listed in
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Figure 1: The Earth’s J2 values evaluated from SLR and its long term variation. The constant J̄2
is the mean value for J2, which equals 0.0010826359797. The original data are provided by Cheng

et al. (2013) and Loomis et al. (2019). The error bars are shown in grey on the plot.

Table 2: Difference to IAU 2006 of the coefficients of the polynomial expressions up to the third

degree for the quantity ψA from various precession solutions. Unit: µas cy−1, µas cy−2, µas cy−3.

∆ψA t1 t2 t3

IAU 2006 0 0 0

LC17 532 5 767 16 847

LC19 534 6320 28 995

Positive J2 rate 534 15 862 −5

No J2 534 7 012 −2

line 3 (LC19) of Table 1. The expressions corresponding to the updated solution for the primary

precession quantities of the equator, ψA and ωA, are such that

ψA = 5 038′′.482 041 t − 1′′.072 687 t2 + 0′′.0278 555 t3 + 0′′.000 123 42 t4 − 0′′.000 000 109 6 t5(3)

ωA = ǫ0 − 0′′.025 754 t + 0′′.0512 626 t2 − 0′′.0077 249 t3 − 0′′.000 000 086 t4 + 0′′.000 000 221 t5

with ǫ0 = 84 381′′.406 being the obliquity of epoch. The secondary precession quantities (pA, ǫA,

and χA) are not listed here.

The comparison of the different solutions for ψA (mainly different in J2 contributions) by taking

the IAU 2006 as a reference is shown in Table 2. The largest differences in the quadratic and cubic

terms for ψA and pA are attributed to the use of updated empirical model for J2 variation. The

signs for the t3 terms of ψA are now positive while it was negative in IAU 2006. The precession in

obliquity ωA is identical to the IAU 2006 value because the integration constant for both cases are

the same: the only difference for ωA, which is at an order smaller than 1 µas cy−1, originates from

the ǫ-dependence of these new theoretical contributions. The largest uncertainties in our solution

for the precession in longitude are still attributed to the imperfection modeling of J2 variation.

Based on the numerical values in Table 1, the relative error in t2 and t3 terms in rψ are as high as

48% and 18% for the LC17 solution, but the they are even higher for the the new solution (78%

for the quadratic term).
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4. COMPARISON OF PRECESSION EXPRESSIONS WITH VLBI CELESTIAL
POLE OFFSETS

The geodetic/astrometric VLBI technique plays a crucial role in understanding the Earth’s

rotation. It monitors the celestial coordinates of the CIP and the Universal Time (UT1), which

are known as the Earth orientation parameters (EOP). The current accuracy of VLBI observation

is unprecedented high, namely at microarcsecond level, thus it provides the best observational

material for studying the behavior of the precession-nutation models. The VLBI observations have

shown that there are deficiencies in the IAU 2006/2000 model of the order of 0.2 mas, mainly due

to the fact that the free core nutation (FCN) is not part of the model. The differences between

the CIP positions estimated by VLBI observations and the CIP positions predicted with the IAU

2000/2006 model are reported as “celestial pole offsets” (CPO) dXIAU and dYIAU:

dXIAU = Xobs − XIAU, dYIAU = Yobs − YIAU, (4)

the subscript “IAU” meaning that the reference model is the standard IAU 2006/2000AR06 precession-

nutation model.

To interpret more deeply the residuals between the observations and different precession solu-

tions, we have used (i) straight line plus 18.6-year nutation, and (ii) a parabola plus the 18.6-year

nutation as in Capitaine et al. (2009) for the least squares fit. The 18.6-year nutation is the largest

nutation term and is expected to be sensitive to the errors of the secular precession model. The

equations used for the fit of celestial pole offsets are such that:

dX =

{
A0 + A1t + As sin Ω + Ac cos Ω (i)

A0 + A1t + A2t
2 + As sin Ω + Ac cos Ω (ii)

, (5)

where Ω (polynomial function of t) is the mean longitude of the ascending node of the Moon with

a period of 6798.38 days (approximately equals 18.6 years).

The coefficients (A0, A1, A2, As, Ac) in the two functions of Eq. (5), as well as the pre- and

post-fit weighted root means squares of the residuals are estimated (see Table 3). Note that only

the results for the dX component is presented in this report.

Table 3: Weighted fits of the CIP coordinates X to VLBI residuals for different precession models.

Unit: Unit: µas cy−1, µas cy−2, µas cy−3.

Model A0 A1 A2 As Ac WRMSpre WRMSpost
IAU 2006 13± 1 382± 12 −− 36± 1 −18± 1 126 116

2± 1 −90± 23 4436± 184 54± 1 −31± 1 126 115

LC17 9± 1 −210± 12 −− 48± 1 −31± 1 128 115

6± 1 −353± 23 1355± 184 54± 1 −35± 1 128 115

LC19 9± 1 −330± 12 −− 52± 1 −36± 1 135 115

8± 1 −391± 23 579± 184 54± 1 −38± 1 135 115

Positive J2 rate −2± 1 −503± 12 −− 61± 1 −37± 1 152 115

3± 1 −301± 23 −1884± 184 54± 1 −31± 1 152 115

No J2 6± 1 82± 12 −− 47± 1 −26± 1 152 115

3± 1 −92± 23 1635± 184 54± 1 −31± 1 152 115

From Table 3, one can see that the pre-fit WRMS for the first three precession expressions, i.e.

IAU 2006, LC17, and LC19, are of the same level, but that for forth and fifth experiments with

positive and no-J2 effects, respectively, the pre-fit WRMS are higher by about 20% with respect to

the previous solutions. Note that the pre-fit WRMS can be used to indicate the global consistency
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between the observed CIP location and the theoretical CIP positions predicted by the corresponding

precession-nutation models, one can conclude that a positive or zero value for J2 rate are flawed,

although the post-fit WRMS are of the same level as the others.

From this table, we found that the coefficient of t2 term decreased significantly when the

empirical model adopted for J2 includes a quadratic term. Since the most important changes in

the LC17 or LC19 precession is the introduction of an updated J2 variation, which mainly modified

the quadratic term and cubic terms of the precession in longitude, we have shown that the use

of J2 quadratic variation eliminated most of the residual quadratic curvature in the celestial pole

offsets. Furthermore, the smallest coefficient A2 appears in the LC19 precession model which is

constructed using the whole SLR observational data. This indicates that the updated model for

the J2 variation dervied from longest time span is appropriate even though the duration of SLR

observations is not long enough.

Table 4: Correlation coefficients of the VLBI fitting results with two empirical models. The

precession model is LC19.

Term A0 A1 A2 sin Ω

A1 −0.7

As +0.0 +0.4

Ac +0.2 −0.3 −0.0

A1 −0.1

A2 −0.3 −0.8

AS −0.2 −0.3 +0.5

Ac +0.2 +0.3 -0.4 −0.2

Table 4 presents the correlation matrix of the coefficients in different empirical models for the

precession solution LC19. In the model comprising of a linear plus a 18.6 year periodic term, the

correlation coefficients ρA0,A1 and ρA1,As are significant. For the parabola plus a 18.6-yr model, the

correlation coefficients ρA1,A2 are also unexpectedly high. This should be attributed to the relative

short time interval of the VLBI CPO series, which may be not sufficient to separate the secular

and periodic signal in the residuals.

5. CONCLUSION

In this study, we have investigated the possibility of improving the IAU 2006 precession model

with updating our work in 2017. We have introduced an empirical expression for J2 based on the

most recent and accurate determination by the SLR observations over 43 years before integrating

the precession equations for the equator. The quadratic and cubic terms in the precession quantity

ψA have difference at the order of 6 mas cy−2 and 29 mas cy−3 with respect to the IAU 2006 (see

Table 2). With the help of additional two years of VLBI data, we tried to check the precession

models against observations. The newly developed precession have shown some advantages with

respect to the IAU 2006 model, but due to the limited time span of VLBI data and relatively large

uncertainties in the J2 variation, this effect should be studied more carefully in the future before

introducing such a different Earth model in precession-nutation. Moreover the model for the J2
variations should be consistent with a dynamical model. Therefore it is still preferable to retain

the IAU 2006 as the standard model before the corrections such as J2 variation are significant and

robust enough.
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ABSTRACT. We present an overview of the recent activities within the project RotaNut (Ro-

tation and Nutation of a Wobbly Earth), an ERC Advanced Grant funding from the European

Research Council. We have recomputed the Basic Earth Parameters (BEP) from recent VLBI

series and we interpret them in terms of physics of the Earth’s deep interior. This includes updates

of the nutational constraints on Earth’s internal magnetic field as well as of the coupling constants

at the core-mantle boundary (CMB) and inner core boundary (ICB). We have explored on simplified

Earth models the interactions between rotational and inertial modes. With the help of numerical

simulations, we have also addressed the coupling between the global rotation and the inertial waves

in the fluid core, including ohmic and viscous dissipation effects. Special interests have been given

to the influence of the magnetic field onto the large scale flow in the liquid core and its influence

on the different dissipation mechanisms. The role of precession and nutation forcing for the liquid

core is characterized as well as the interaction between the Free Core Nutation (known as the

spin-over mode in the fluid core community) and inertial waves.

1. VLBI OBSERVATION

We first analyzed the VLBI observation for obtaining the nutations. We used several nutation

series among which, the C04 IERS nutation series. The Basic Earth Parameters (see Mathews et

al., 2002, Koot et al., 2010, Zhu et al., 2017) are shown in Table 1.

BEPs Mathews et al 2002 Koot et al 2010 Zhu et al 2017

103 (ef + ℜKCMB) 2.6681± 20 2.6752± 15 2.6760± 8

103 ℑKCMB −0.0185± 14 −0.0186± 5 −0.0188± 5

103 ℜKICB 1.11± 10 0.98± 6 1.01± 4

103 ℑKICB −0.78± 13 −0.87± 22 −1.11± 4

Table 1: Values of some of the Basic Earth Parameters (BEPs) for different nutation series.

The coefficient (ef + ℜKCMB) is in the range [2.674 10−3, 2.677 10−3] and ℑKCMB in the

range [−0.019 10−3, −0.018 10−3] in the last two studies. They did not change too much. So it

remains to interpret these values as previously. Concerning the ICB parameters, their ranges differ

quite a lot between the studies. For the last studies of Zhu et al. (2017) and Koot et al. (2010),

ℜKICB is in the range [0.92 10−3, 1.05 10−3] and ℑKICB in the range [−1.15 10−3, −0.65 10−3]

respectively.

2. INTERPRETATION OF THE CMB BEPS

Buffett et al. (2002) have interpreted the CMB BEP by considering that the differences with

respect to the hydrostatic value of the Free Core Nutation (FCN) are due to an increase of the

flattening of the core and the presence of a dipolar and uniform magnetic field at the CMB.
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However, the value of the uniform field that is necessary to explain the data is at the level of 0.6

mT, twice the value of the observed field (e.g. Olsen et al., 2009).

We consider that it is indeed necessary to include the existence of a magnetic field inside the

core to explain the observed nutations but that, while previously thought to have a very minor

influence, it is also necessary to incorporate the presence of viscosity within the core as well as its

influence on the core flow to explain the value of the BEP KCMB.

3. INTERPRETATION OF THE ICB BEPS

The values of the ICB coupling constants have tentatively be explained by Koot and Dumberry

(2011) by considering the inner core viscosity. They computed the effects on the KICB as a function

of the inner core viscosity. The observed values of the real and imaginary parts provide lower bound

on the inner core viscosity but as seen by the observed values, there is too much energy dissipated

to be explained by the inner core viscosity only.

Just as for the case for the CMB, we consider as well that it is necessary to include viscosity

in the outer core as well as the existence of a magnetic field to explain the observed KICB.

4. FLUID CORE BEHAVIOUR FOR EXPLAINING THE BEPS

Usually, the scientists studying the core in the frame of geodynamo ignore variations of the

mantle’s spin axis. Scientists studying the nutations usually consider that the core motion is

prescribed as a uniform vorticity (or Poincar) flow. Within the RotaNut project, Rekier et al.

(2019) propose a numerical method to compute the inertial modes of a container with near spherical

geometry based on the fully spectral discretization of the angular and radial directions using spherical

harmonics and Gegenbauer polynomial expansion, respectively. This permits to solve simultaneously

the Poincaré equation and the no penetration condition as an algebraic polynomial eigenvalue

problem. This allows them to recover the inertial modes of an exact oblate spheroid undergoing

uniform rotation.

On the other hand, no core flow motion beyond the simple Poincar flow model is considered

in traditional geodetic studies. In reality, in a viscous rotating fluid, there are Coriolis-restored (or

inertial) oscillations, and, in a flattened core, there are rotational modes (related to nutations).

These motions interact. In the vicinity of the FCN, as parameters such as the mantle’s moment

of inertia vary, the FCN frequency can increase at the same time that it becomes more damped.

Under certain conditions, the FCN can interact with nearby inertial modes and can even exchange

personality with them. In this situation, the FCN ceases to be the least damped mode. This has

been shown in the paper of Triana et al. (2019). It shows the importance of considering the inertial

modes in the core.

For the Earth, we are not in the parameter range where the FCN interacts with other modes,

at least not through viscous interactions. However, the presence of other inertial modes have

consequences on the FCN itself. For a viscosity value in the core that is close to the real Earth,

Triana et al. (2020, in preparation) have considered the presence of a magnetic field, which

complicates the matter.

Buffett (2010) has studied the core flow and ohmic dissipation associated with the FICN by

‘mimicking’ the radial flow that the FICN mode would produce at the inner core surface. Thus

the model is based on a boundary flow forcing at the inner core at the theoretical FICN frequency

(ω = 0.9975 day−1). Assuming a uniform background magnetic field, he showed that the ohmic

dissipation Dohm increased as the viscosity decreased, following a Dohm ∝ E−2/3 scaling law.

However, he only reached an Ekman number near E ∼ 10−7 while the low viscosity for the real

Earth’s fluid core corresponds to an Ekman number E ∼ 10−15.

Triana et al. (2020, in preparation) are able to go further down in the Ekman number at the level
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of 10−10. Surprisingly, the behaviour of the viscous and ohmic dissipations are not as expected

by Buffet (2010). Instead of a continuous increase of the ohmic dissipation and a continuous

decrease of the viscous dissipation, the Ohmic dissipation saturates! And the viscous dissipation

can even start increasing in some cases. What we are seeing is that, at that particular forcing

frequency, we are hitting a resonance of the inertial modes, which completely perturb the smooth

behaviour shown by Buffett (2010). This behaviour is found to be different for different magnetic

field amplitudes. At a moderate field like in the Earth’s core (corresponding to a Lehnert number

Le ∼ 10−4), inertial mode resonances still persist in the curve showing the ohmic dissipation as a

function of the frequencies around the FICN (see figure below) and the total energy dissipation will

depend on how close the forcing frequency is to an inertial mode resonance. We emphasize that,

in this model, the FICN is represented as a forced boundary flow coming radially from the inner

core surface. This effectively ‘mimicks’ a wobbling inner core but with the notable exception that

no torques or any back-reaction from the fluid core on the solid inner core are allowed. In other

words, the FICN eigenmode itself is missing in the eigenmode spectrum. This indicates that a more

suitable model is needed, i.e. a model including a spheroidal inner core responding dynamically to

torques (pressure, viscous and magnetic) exerted by the fluid core and gravitational torques by the

mantle, thus incorporating the FICN eigenmode along with the rest of inertial modes.
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Figure 1: The ohmic dissipation in the model proposed by Buffett (2010) depends on the frequency

used for the forcing. At the Ekman number in this figure (E = 10−10), a small change in the

frequency can lead to a more than an order of magnitude change in the dissipation, or even more

if the Ekman number is smaller (note that E ∼ 10−15 for the Earth’s fluid core). Increasing the

background magnetic field (here represented adimensionally by the Lehnert number Le) reduces

the resonances’ quality factor.
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5. CONCLUSION

After having presenting the Basic Earth Parameters (BEPs) that are fitted on VLBI observations

of the nutation, we have discussed how to explain them. We have considered a fully coupled system

of fluid flow obeying the classical Navier-Stokes equation in the core and the mantle rotational

excitation (tidal excitation). In such a system, inertial waves and global nutation in the fluid core

interact. The frequencies and damping of the inertial modes and global rotation mode change with

the core flattening, the viscosity, and the mantle moment of inertia. The FCN in particular can

be very much influenced. Both ohmic and viscous dissipations are important to consider. While

a simple model as the one from Buffett (2010) provided Ekman number scalings for the ohmic

and viscous dissipations, the real Earth case seems to be much more complicated due to the likely

interaction between the inertial modes and global rotation inside the fluid core. We are in the

process of deducing effects on nutation of this mechanism.
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ABSTRACT. We investigate the effect of North Atlantic double-gyre on Chandler wobble ex-

citation. To this end, we calculate the motion term of the Chandler wobble excitation for the

North Atlantic region using two different ocean models: i) a quasi-geostrophic double-gyre model

in an idealized quadrangle domain with steady wind forcing and ii) HYCOM (HYbrid Coordinate

Ocean Model) simulations with realistic continent boundaries and time dependent wind forcing.

We analyze the discrepancies between the resulting excitation of the two models and discuss how

the differences in the models’ assumptions can result in different predictions of Chandler wobble

excitation.

1. BACKGROUND

Chandler wobble, the main component of polar motion, is a 14-month free motion, the period

of which is determined by elliptic geometry and the rigidity of the Earth (Dickman 1985, Munk and

MacDonald 1975). Being damped by imperfections in the Earth’s elasticity and non-equilibrium

ocean response, the Chandler wobble requires an unceasing injection of energy to persist in time.

Several geophysical phenomena such as earthquakes (Dahlen, 1971; Xu et al., 2014), atmospheric

processes and oceanic flows (Gross et al., 2003; Adhikari & Ivins, 2016) have been investigated as

possible sources of the excitation of the Chandler wobble while the exact role of each phenomenon

is still a matter of debate. Recent GRACE (Gravity Recovery and Climate Experiment) and SLR

(Satellite Laser Ranging) observations have revealed that the mass redistribution of geophysical

fluids is the dominant source of excitation for the Chandler wobble (Brzezinski et al., 2012). The

motion terms of Chandler wobble excitation, defined by motion of the fluid particles relative to

the terrestrial reference system, are currently calculated based on general circulation models for

oceans and atmosphere. Due to variety the assumptions, different geophysical models for ocean

dynamics report different contributions of oceanic currents in Earth rotation excitation (Yu et al.,

2018). Hence, high-resolution ocean modeling, which is the main focus of this paper, can provide

a better understanding of the exact role of oceanic currents in Chandler wobble excitation.

Ocean gyres are large wind driven systems of circulating currents developed by Coriolis effect

and horizontal and vertical frictions. The North Atlantic subtropical gyre together with its smaller

subpolar counterpart constitute a double-gyre which is mainly characterised by its eastward jet, Gulf

Stream. The isolated double-gyre dynamics has been attracting scientists’ attention since 1950s

(Munk 1950, Holland 1978; Shen et al., 1999) and has further been investigated using a range of

methods from high-resolution techniques (Berloff, 2005; Karabasov et al., 2009; Maddison et al.,

2015) to semi-analytical solutions (Jamal 2018; Naghibi et al., 2019). The double-gyre problem

has also been studied as a part of general circulation ocean models such as MITgcm (Adcroft et

al., 2008) and HYCOM (Wallcraft et al., 2009).

The North Atlantic double-gyre has been reported to have a small contribution in Chandler

wobble excitation (Ma et al.2009; Nastula et al., 2012; Naghibi et al., 2017). We calculate the
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Chandler wobble excitation for the North Atlantic region using two different ocean models: a qausi-

geostrophic double-gyre model and the general circulation model, HYCOM. The goal of this study

is to analyze the discrepancies between the predicted Chandler wobble excitation resulting from the

two double-gyre models.

2. METHODS

2.1 Chandler wobble equation

Chandler wobble dynamics is described as

i

(σ0 + i/2Q)

dm

dt
+ m = Ψ =

[
1− i

Ω

d

dt

]
{αc + βh} , (1)

where m = m1 + im2 are Chandler wobble components, Ψ = ψ1 + iψ2 are excitation function

components, h = h1+ih2 is the relative angular momentum vector and c = c13+ic23 is perturbation

of inertia tensor. σ0 is the Chandler wobble frequency with the period T0 = 2π/σ0 ≈ 433 days, and

Q is the quality factor. The constants α and β are considered for the case of complete decoupling

between the Earth’s core and mantle. Equation 1 is related to the velocity and acceleration fields

of the oceans through h vector.

2.2 Double-gyre equations

Quasi-geostrophic Model: The quasi-geostrophic model represents wind-driven double-gyre dy-

namics in a mid-latitude flat basin bounded by north-south and east-west solid walls. The governing

equations are stratified three-layer, quasi-geostrophic potential vorticity equations (Holland 1978)

and the source terms consist of the meridional gradient of the Coriolis parameter, the lateral

viscosity, bottom friction, and the steady wind forcing

∂tqi + J (ψi , qi + βy) = δ1iFw − δi3
av

H23
∆ψi + ah∆2ψi , i = 1, 2, 3, (2)

where Fw , av and ah are the wind curl forcing, bottom friction and lateral viscosity coefficients

respectively, J (f , g) = fxgy − fygx , δi j is the Kronecker symbol and β is the planetary vorticity

gradient equal to 2× 10−11m−1s−1. qi is the layer-wise potential vorticity defined as

qi = ∆ψi − (1− δi1)Si1 (ψi − ψi−1)− (1− δi3)Si2 (ψi − ψi+1) . (3)

Here Si1 and Si2 are stratification parameters linked to the first and second Rossby deformation

radii Rd1 = 40 km and Rd2 = 23 km, respectively. The three ocean layers have the depths of

H1 = 250, H2 = 750 and H3 = 3000 meters. The governing quasi-geostropic equations (2) are

solved using the high-resolution CABARET method (Karabasov and Goloviznin 2009).

HYCOM (HYbrid Coordinate Ocean Model): HYCOM governing equations are composed of

the conservation laws for momentum, temperature, salinity and mass, as well as the equation of

state:

∂v

∂t
+ (v.∇) v + 2!× v = −∇M

ρ
+
∇.ø
ρ
,

∂ (∆hT )

∂t
+∇. (∆hTv) = ∇. (κ∆h∇T ) + F T ,

∂ (∆hS)

∂t
+∇. (∆hSv) = ∇. (κ∆h∇S) + FS,

∂

∂t
(∆h) +∇. (v∆h) = 0,

ρ = ρ (T, S, P ) , (4)
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where v is the velocity vector, ! is the Earth’s angular velocity, M is the Montgomery potential,

∆h is the depth of the ocean layer and ø is a stress tensor (which includes viscosity). T and S are

temperature and salinity with F T and FS being the corresponding source terms in their conservation

equations, κ is diffusivity tensor and ρ is the density. HYCOM runs over 1/12 degree horizontal

resolution in the longitude and latitude and 41 isopycnal layers. The hybrid coordinate is isopycnal

in the open, stratified ocean. However, it smoothly returns to a terrain-following coordinates in

shallow coastal egions and to z-level coordinates in the mixed layer and unstratified seas. The

atmospheric wind forcing in HYCOM is time-dependent and is generated by general atmospheric

circulation models (Wallcraft et al., 2009).

Figure 1: Top layer zonal velocity distribution in HYCOM outputs. Left panel shows global oceans

and right panel shows the North Atlantic region

Figure 2: Top layer zonal (left) and meridional (right) velocity distributions in the quasi-geostrophic

model

4. RESULTS

We first present the instantaneous velocity outputs of the two double-gyre models. Figure 1

depicts top layer zonal velocity distribution in HYCOM outputs for global oceans as well as the
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Figure 3: Comparison of Chandler wobble excitation functions using HYCOM and quasi-geostrophic

(QG) model velocity fields for the North Atlantic region. Left panels are in time domain and right

panels are in frequency domain.

North Atlantic region, which is a basin of the size 3840 km × 3840 km in both models. Figure 2

illustrates top layer meridional and zonal velocity distributions in the quasi-geostrophic model.

Figure 3 compares Chandler wobble excitation functions using HYCOM and quasi-geostrophic

model velocity fields for the North Atlantic region both in time and frequency space. The outputs

of both models are analysed in a four-year period and sampled every 10 days. The mean values

of the Chandler wobble excitation functions are filtered in all graphs. As observed in Figure 3,

the two models behave differently specially in the frequency spectra. The only frequency line both

models agree in corresponds to the time scale of one month which is approximately equal to the

time required for the jet to travel the diagonal of the quadrangle region. This implies that, as

an idealized model, the quasi-geostrophic model is only calibrated to mimic the jet dynamics in

high fidelity models such as HYCOM. Figure 4 compares the meanflow and RMS profiles for zonal

velocity in HYCOM and quasi-geostrophic model. As it can be seen in this Figure, the meanflow

and RMS profiles reasonably agree in both models which again confirms that the parameters in the

quasi-geostrophic model are calibrated to capture the mean jet correctly.

Finally, Figure 5 compares the Chandler wobble excitation functions for global oceans vs. the

North Atlantic region in HYCOM. In agreement with similar works [21, 20] on regional excitation

of the Chandler wobble, North Atlantic is not the dominant contributor in the excitations.

3. CONCLUSION

This paper compares the Chandler wobble excitation for the North Atlantic region using two

different ocean models: an idealized quasi-geostorphic double-gyre model and the general circulation

model, HYCOM. The resulting excitation functions are significantly different in the two models.

Our analysis of the frequency domains show that the quasi-geostrophic model is only calibrated

to capture mesoscale dynamics of the double-gyre and its eastward jet and does not produce the

same excitation for the Chandler wobble as HYCOM. Different predictions of the two models can
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Figure 4: Comparison of the meanflow (left) and RMS (right) profiles for zonal velocity in HYCOM

and quasi-geostrophic (QG) model

also be related to differences in the time variations of the wind forcing.

4. REFERENCES

Dickman, S.R., 1985, ”Comments on Normal Modes of the Coupled Earth and Ocean System by

John M. Wahr”, J. Geophys. Res. 90(B13), pp. 11553–11556.

Munk, W.H. & MacDonald, G.J.F. (1975), ”The Rotation of the Earth: A Geophysical Discussion”,

Cambridge University Press.

Dahlen, F.A., 1971, ”The Excitation of the Chandler Wobble by Earthquakes”, Geophys. J. Int.

25(13), p. 15720.

Xu, C., Sun, W. & Chao, B.F., 2014, ”Formulation of Coseismic Changes in Earth Rotation and

Low-Degree Gravity Field Based on the Spherical Earth Dislocation Theory”, J. Geophys. Res.

119(12), pp. 9031–9041.

Gross, R.S., Fukumori, I. & Menemenlis, D., 2003, ”Atmospheric and Oceanic Excitation of the

Earth’s Wobbles during 1980–2000”, J. Geophys. Res. 108(B8), pp. 2370–2385.

Adhikari, S. & Ivins, E.R., 2016, ”Climate-Driven Polar Motion: 2003–2015”, Sci Ad, 2(4),

e1501693.

Brzezinski, A., Dobslaw, H., Dill, R. & Thomas, M., 2012, ”Geophysical Excitation of the Chandler

Wobble Revisited”, Geodesy for Planet Earth, Springer, pp. 499-505.

Yu, N., Li, J., Ray, J., & Chen, W., 2018, ”Improved geophysical excitation of length-of-day

constrained by Earth orientation parameters and satellite gravimetry products”, Geophys. J.

Int. 214(3), pp. 1633–1651.

Munk, W. H., 1950, ”On the wind-driven ocean circulation”, Journal of meteorology 7(2), pp.

80–93.

Holland, W. R., 1978, ”The role of mesoscale eddies in the general circulation of the ocean. Nu-

merical experiments using a wind-driven quasi-geostrophic model”, Journal of Physical Oceanog-

raphy 8(3), pp. 363–392.

Shen, J., Medjo, T. T., & Wang, S., 1999, ”On a wind-driven, double-gyre, quasi-geostrophic

ocean model: numerical simulations and structural analysis”, Journal of Computational Physics

155(2), pp. 387–409.

Berloff, P. S., 2005, ”Random-forcing model of the mesoscale oceanic eddies”, Journal of Fluid

Mechanics 529, pp. 71–95.

241



0 200 400 600 800 1000 1200 1400

time (days)

-1.5

-1

-0.5

0

0.5

1

1.5

1

10-7

0 1 2 3 4 5 6

frequency (Hz) 10-7

0

0.5

1

1.5

2

|
1|

10-8

Global Oceans
North Atlantic

0 200 400 600 800 1000 1200 1400

time (days)

-2

-1

0

1

2

2

10-7

0 1 2 3 4 5 6

frequency (Hz) 10-7

0

0.5

1

1.5

2

2.5

|
2|

10-8

2.4 2.6 2.8

10-8

2

4

6

8

10-9

2.6 2.7 2.8 2.9

10-8

2

4

6

8

10

12

10-9

Chandler band

Chandler band

Figure 5: Chandler wobble excitation functions: Global oceans vs. the North Atlantic (motion

term). Left panels are in time domain and right panels are in frequency domain

Karabasov, S. A., Berloff, P. S., & Goloviznin, V. M., 2009, ”CABARET in the ocean gyres”,

Ocean Modelling 30(2-3), pp. 155–168.

Maddison, J. R., Marshall, D. P., & Shipton, J., 2015, ”On the dynamical influence of ocean eddy

potential vorticity fluxes”, Ocean Modelling 92, pp. 169–182.

Jamal, S. (2018), ”Solutions of quasi-geostrophic turbulence in multi-layered configurations”,

Quaestiones Mathematicae 41(3), pp. 409–421.

Naghibi, S. E., Karabasov, S. A., Jalali, M. A., & Sadati, S. H., 2019, ”Fast spectral solutions of

the double-gyre problem in a turbulent flow regime”, Applied Mathematical Modelling 66, pp.

745–767.

Adcroft, A., Campin, J. M., Dutkiewicz, S., Evangelinos, C., Ferreira, D., Forget, G., ... & Hill,

H., 2008, ”17 user manual”, Massachusetts Institute of Technology. Wallcraft et al.2009

Wallcraft, A. J., Metzger, E. J., & Carroll, S. N., 2009, ”Software design description for the hybrid

coordinate ocean model (18)”, Version 2.2.

Ma, J., Zhou, Y. H., Liao, D. C., & Chen, J. L., 2009, ”Excitation of Chandler wobble by Pacific,

Indian and Atlantic Oceans from 1980 to 2005”, Chinese Astronomy and Astrophysics 33(4),

pp. 410–420.

Nastula, J., Gross, R., & Salstein, D. A. (2012), ”Oceanic excitation of polar motion: Identification

of specific oceanic areas important for polar motion excitation”, Journal of Geodynamics 62,

pp. 16–23.

Naghibi, S. E., Jalali, M. A., Karabasov, S. A., & Alam, M. R., 2017, ”Excitation of the Earth’s

Chandler wobble by a turbulent oceanic double-gyre”, Geophys. J. Int. 209(1), pp. 509–516.

Karabasov, S. A., & Goloviznin, V. M., 2009, ”Compact accurately boundary-adjusting high-

resolution technique for fluid dynamics”, Journal of Computational Physics 228(19), pp. 7426–

7451.

242



DECADAL FLUCTUATIONS IN EARTH’S ROTATION AS
EVIDENCES OF LITHOSPHERIC DRIFT OVER
THE ASTHENOSPERE

N. SIDORENKOV1, E. DIONIS2, C. BIZOUARD2, L. ZOTOV3

1 Hydrometcentre of Russia, Moscow - Russia - sidorenkov@mecom.ru
2 SYRTE, Observatoire de Paris, CNRS/UPMC - France
3 Sternberg Astronomical Institute of Moscow State University - Russia

ABSTRACT. The decadal instabilities in Earth’s rotation (DIER) are thought to be caused by

the interactions between the Earth’s core and its mantle. This hypothesis successfully explains why

there is a close correlation between DIER and the variations in the rate of the westward drift of the

geomagnetic eccentric dipole, since it is successfully reproduced by modeling of the redistribution of

the angular momentum between the fluid core and the mantle of the Earth. However, the hypothesis

can not explain the close correlations of DIER: with the observable variations in the masses of the

Antarctic and Greenland ice sheets; with the decade oscillations of the types of synoptic processes

(i.e. the epochs of the atmospheric circulation); with the anomalies of the global temperature;

and with regional anomalies of the cloudiness, precipitations, and other climatic characteristics. An

alternative to the core-mantle interaction hypothesis is presented here. This alternative hypothesis

claims that the DIER are actually caused by fluctuations in the angular velocity of lithospheric drift

over the asthenosphere. The sliding of the lithosphere over the asthenosphere is possible due to of

the vibrational displacement mechanism produced by tidal forces. The lithospheric plates exhibit

vibrational displacements over the asthenosphere in the horizontal direction by shear stresses caused

by friction, wind, and ocean currents. There is abundant evidence supporting this lithospheric drift

model.

1. INTRODUCTION

Nontidal instabilities of Earth’s rotation, i.e., variations in the daily rotation rate and polar

motion are caused basically by the atmospheric and oceanic circulations. Exchange of angular

momentum between the solid Earth and the moving shells occurs due to the friction forces of wind

and currents on the lithosphere surface and due to the pressure exerted by the air and water on the

mountain ridges. However, the lithosphere is not monolithic, but is split into plates, some of which

carry continents. The atmosphere and the ocean affect the lithospheric plates, which then transmit

this action to the Earth. What are the consequences of the action experienced by the lithospheric

plates? Recall that the lithosphere is underlain by a layer of lower viscosity-the asthenosphere- in

which the lithospheric plates are capable of floating. The continents are frozen into the oceanic

plates and can also passively move with them (Trubitsyn and Rykov, 1998). Therefore, it is natural

to expect that the plates move under the friction force and pressure produced by the atmosphere

and the ocean on the plates’ outer surfaces. The movement of the plates is impeded by the viscous

cohesive force between the asthenosphere and their bases and edges, but the external forces can

overcome this resistance, since they are able to accelerate or slow down the Earth’s rotation. So

why cannot they move relatively thin plates floating on the asthenosphere? It is natural to look for

indirect evidence of this phenomenon.
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2. INDIRECT EVIDENCES

An illustrative example of what was said above is a situation occurring near the Drake Passage

(Sidorenkov, 2009). The westerly winds prevailing in the Roaring Forties (area between latitudes

40o-50o th in the Southern Hemisphere) form the powerful Antarctic Circumpolar Current in the

ocean (≈ 1 m/s). South America, the Antarctic Peninsula, and the underwater lithosphere repre-

sent a barrier to these atmospheric and oceanic flows. They have broken through the lithospheric

connection that existed sometime in the past between South America and Antarctica and moved

it 1500 km to the east. As a result, the East Scotia Basin was formed, which extends in the

streamwise direction and is surrounded by the remains of the connection in the form of the Scotia

Arc and numerous islands. The main of the latter is the arc of the South Sandwich Islands, which

crushed the oceanic lithosphere in its eastward drift and formed the deep South Sandwich Trench.

Another piece of evidence to support our hypothesis is as follows. The atmospheric circu-

lation has a remarkable feature: at latitudes of 35o N and 35o S, the wind direction reverses,

i.e., easterlies (trade winds) prevail in the tropical zones between these latitudes, while westerlies

dominate in moderate and high latitudes. Accordingly, the shear stresses on the lithosphere sur-

face are oppositely directed. Therefore, maximum shear stresses in the latitudinal direction must

concentrate in the lithosphere near latitudes of . These zones must exhibit higher seismic and

tectonic activities. Indeed, within this zone in the Northern Hemisphere, there is a continuous

chain of mountain systems running through the Mediterranean Sea, Anatolia, Iran, Pamir, Tibet,

Japan, and the USA, where earthquakes and volcanic eruptions are observed most frequently. In

the Southern Hemisphere, the zone of wind direction reversion passes through the ocean, due to

which, possibly, seismic and tectonic processes are not evident.

Figure 1: Map of annual mean displacements of GPS receivers over the globe from the

data at http://www.files.ethz.ch/structuralgeology/JPB/files/English/1Introtecto.

pdf (The arrows show the direction and velocity of the receivers’ displacements per year)

3. GPS OBSERVATIONS

Now Global Positioning System is used to study moving of the Earth’s tectonic plates (Figure 1).

Here we can see that plates Europe, Asia, Africa, Australia and Nazca drifts from the West on

the East. Only America is moving a little from the East on the West. Plates move as slow as

a few centimeters in a year. Here, in subduction zones of “Ring of Fire”, the plates collide with

each other and sink into the mantle, where they melt. The total effect of the movement of all
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lithospheric plates is interpreted by geophysicists as the decadal fluctuations of the Earth’s rotation.

4. ANTARCTIC ICE MASS DYNAMICS

In (Sidorenkov, 1982) I derived equations relating the Earth’s rotation rate and the polar wobble

coordinates to variations in the World Ocean water mass and the ice mass in Antarctica, Greenland,

and the other Continents. We was found that the variations observed in the Antarctic ice sheet

mass qualitative agreed with theoretical mass’s variations. As to the quantitative agreement, I

believed that the variations observed in the ice masses proved to be 28 times less than the required

variations.

Etienne Dionis and Christian Bzouard refined the coefficients in my equations and recalculated

specific mass series for the Ocean, Antarctica, Greenland, and Continents. In contrast to my

calculations, which relied on the polar wobble series derived by the Ukrainian team of Evgeny

Fedorov and Yaroslav Yatskiv (1972), Dionis used series of IERS pole coordinates. The numerical

results for Antarctica are shown in the Figure 2. It can be seen that both theoretical curves

agree well with each other. By comparing the theoretical curve with Petrov’s empirical results,

Dionis found an error in my calculations. It turned out that the observation values are less than

the theoretical ones roughly by a factor of 100, rather than 28, as I believed. I have corrected

this error. The error affected only the scale of the empirical curve, but not its configuration.

Therefore, the high correlation coefficient of 0.84 between the theoretical and empirical curves

remained unchanged (Figure 2). If the scale of the empirical curve is less than the theoretical one

by a factor of 100, then the moment of inertia of the drifting Earth crust layer has to be less than

the moment of inertia of the entire Earth by a factor of 100. It is easy to calculate that in this

case the thickness of the drifting crust layer is about 20 km.

Figure 2: Temporal variations the specific mass of ice in Antarctica obtained from theoretical

calculations and observations (r=0,84)
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Relying on GRACE satellite data, Dionis computed series of specific mass variations in Antarc-

tica (from 2005 to 2015) and Greenland (from 1993 to 2016). The scale of the series of specific

mass variations in Antarctica is less than the theoretical value by a factor of 28. In this case, the

thickness of the drifting crust layer has to be about 70 km.

The scale of the series of specific mass variation in Greenland as inferred from GRACE satellite

data is less than the theoretical scale by a factor of 4.

These contradictory results also indicate that the observed decadal-long fluctuations in the

Earth’s rotation rate are not due to the rotation and polar motion of the whole Earth but rather

to changes in the speed of drift of the lithosphere over the asthenosphere. The Earth’s layers

that are deeper than the asthenosphere don’t take part in the formation of the observed decadal

fluctuations.

Figure 3: Synchronous changes in the Earth’s rotation angular velocity v (blue line), atmospheric

circulation forms C (red line) and of five year running anomalies of the Northern Hemisphere’s air

temperature

5. ESTIMATIONS

According to a classical estimate, the lithosphere can slide over the asthenosphere if the forcing

period T is much longer than the stress relaxation time τ in the asthenosphere. As is well known,

the relaxation time τ is determined by the ratio of the viscosity η to the shear modulus µ. According

to a variety of estimates, the viscosity of the asthenospheric substance lies in the range 1018-1023

P (Poise). The shear modulus µ is 1012 dyn/cm2. Then we have τ = η/µ ≈ 106-1011 s or 0.03

- 3000 years. Thus, for the lower limit of η, our hypothesis is acceptable. For the upper limit of

viscosity, lithospheric drift is unlikely.

However, this classical estimate does not take into account the effects of lithospheric vibrational

displacements. Indeed, the lithospheric plates constantly vibrate in the vertical direction (roughly
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Figure 4: Variations in the specific mass of ice in Antarctica and in the Earths rotation angular

velocity (red line). Correlation’s coefficient r=0,85.

by 50 cm) under the action of lunisolar tides. On the other hand, the lithospheric plates are

permanently affected in the horizontal direction by shear stresses caused by wind and ocean currents.

As a result, the lithospheric plates must exhibit vibrational displacements over the asthenosphere

in the direction of the acting tangential forces. Vibrational motions dominate in nature (especially,

in biosphere)!

6. CLIMATE VARIATIONS

The state of the ice sheets in the Antarctic and Greenland depends on the climatic variations.

Therefore, the decadal fluctuations in the Earth’s rotation may also correlate with the fluctuations

in the climatic characteristics and indices. This relationship has been found in many papers. There is

a close correlation between the Earth’s rotation fluctuations and the frequencies of the atmospheric

circulation forms, the anomalies of the global and hemisphere-averaged air temperature (Figure 3),

accumulation ice mass in Antarctica (Figure 4), and many another climate characteristics. These

relationships are explained given the assumption that the lithosphere drifts along the asthenosphere.
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ABSTRACT. The works that we carried out during the last ten years lead to significant progress in

the knowledge of the Chandler wobble (CW) of the Earth polar motion (PM). In Zotov and Bizouard

(2012) we reconstructed the excitation of this resonant mode by using Panteleev’s corrective

filtering. Now we are sure, that this filtering is a regularizing algorithm as far as its parameters are

consistently selected with the uncertainty affecting the resonance parameters and the observations.

The excitation demonstrated a quasi 20-year amplitude modulation. In the framework of the first

order differential linear equation describing the polar motion, it is easy to show that this modulation

accounts for the 40-year change of the CW amplitude as well as the splitting of the CW spectra.

A simple model of the CW, composed of 80 and 40-year harmonics, accounts for the present

minimum in Chandler wobble amplitude, like in 1930s, and also predicts that its amplitude will start

to increase in the nearest future with a phase shift of π. On the other hand, geodetic excitation

of the CW well matches the ocean-atmospheric excitation (Bizouard, 2020) over recent 50 years

with a dominant role of the ocean, producing the 20-year modulation. Thus, the physical cause of

it could stem from climatic or tidal process influencing the oceanic circulation.

1. INTRODUCTION

What is the Chandler wobble? For answering this questions two centuries of theoretical and

observational studies should be matched. Euler published equations of the rigid body precession in

1765. Given the polar flattening of the Earth, the period of its free precession if it is assumed rigid

would be 305 days. Chandler published his discovery in 1891, succeeding the series of attempts

of the XIX-century astronomers to find the motion of latitudes. The two main wobbles found by

Chandler had periods around 435 and 365 days. Nobody considered the annual component as the

free Euler wobble, because it was attributed to mass redistribution in the Earth system, that are

prominent at seasonal time scale. Therefore the Euler free motion was linked with the unexpected

435 day wobble, now known as a Chandler wobble. The mismatch of 435-305=135 days had to

be explained. Earlier works of Liouville (1858) allowed to write the homogeneous Euler equations

for the Earth, whose tensor of inertia undergoes small changes. That allowed to incorporate small

changes of the Earth inertia tensor and, after linearisation to move them to the right-hand side of

equations as the so-called excitations. In the commonly-used form of Euler-Liouville equations:

i

σc

dp(t)

dt
+ p(t) = χ(t) (1)

complex polar motion p = p1+ ip2 ≈ xp − iyp can be obtained from the observed pole coordinates

xp, yp. Input χ is the excitation. By σc we denote the frequency of resonance.

The equations were still required to be adjusted to the observed frequency. The works of

Newcomb (1892), helped to bring it closer to the observed one, 435 (more precise 433) days, by

introduction of the elastic response of the Earth and oceans, trying to adapt their shape to the

changed rotational axis position. The corresponding polar tide, raised by the additional centrifugal
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potential, as a kind of back-propagation effect, formalised by Love (1909) numbers, allowes to

adjust the theoretical period of the free mode to about 482 days, as we can calculate now (Bizouard,

2020, Bizouard C., Zotov L., 2013). To reduce it closer to 433 days the theory should take into

account the Earth’s core.

The rotation theory of the Earth modelled as a solid ellipsoidal shell containing a fluid core was

treated by Poincare (1910), and some results were obtained by Zhukovsky (1904). This theory was

further developed by Molodensky (1961), Sasao et al. (1980), Mathews at al. (1991). Contempo-

rary theory includes outer core stratification and inner solid core, see Dehant and Mathews (2015)

book. Accounting for the electro-magnetic coupling, triaxiality and other second-order effects is

also possible, but it does not change the Chandler period by more than several days (Guo and Shen,

2020), though it helps to build precise theory of precession and nutation.

Here we should briefly remind the reader, that the precession and nutation, as the solution

of non-homogeneous Euler equations originate from the astronomical tides causing an external

momentum of force on the Earth. On the contrary, the polar motion (PM), including the free

wobble, is commonly treated as the homogeneous solution of eq. (1) resulting of geophysical

excitations only. But it is quite difficult to separate astronomical and geophysical causes. For

example, Earth geophysical properties define the eigen-frequencies of the transfer function, by which

the amplitudes of solid-Earth nutations are multiplied. PM is also not free from the astronomically-

induced changes. To make notions more distinctive, the precession-nutation was conventionally

separated from the polar motion by a frequency criterium. So the first one is inside the band [-0.5,

0.5] cycles per day in celestial reference frame (CRF), while the PM is outside it.

Going back to the main question – why the Chandler wobble, theoretically the eigen mode,

adjusted to the observational 433 days by implementation of nonrigid effects, is quite enigmatic,

– we face the problem of its changing amplitude and phase at decadal time scale. It is well seen

in Figure 1 up, where CW is shown, extracted from EOP C01 PM time series, covering 1846-

2020 interval with 0.05 year sampling (the 0.1 year original sampling before 1900 required an

interpolation) by Panteleev’s filtering locating resonance at 0.843 cycles per year.

It was already proposed by Kant (1754) that the Earth decelerates because of tidal energy

dissipation. Dissipative properties were also introduced through the imaginary parts of rheological

coefficients into the Chandler wobble frequency. The complex Chandler frequency σc = 2πfc(1 +

i/2Q) in eq. (1) now incorporates real frequency fc and quality factor Q. The characteristic time of

dissipation, estimated from observations themselves, is about 50-100 years. Not going into details

the Q value estimates vary from tenth to hundreds. Some authors suppose, that the intervals

where CW decreases rapidly, correspond to its free decay, while other scientits, estimating the

input excitations χ from geophysical data, try to adjust the parameters of the eq. (1), given the

observed output p. All the methods have their drawbacks and are based on the idea, posed already

by Jeffreys (1916), that the energy is somehow supplied to maintain CW. Thus, the “free” mode,

thanks to dissipation, becomes actually not free. And not only the adjustment of the observable

frequency and quality factor, but also the search of the energy source is required.

R. Gross, A. Brzezinsky and their followers found the source of CW excitation in the ocean

and atmosphere. It is done by means of cross-correlation and cross-coherence analysis of the so-

called geophysical excitation with the geodetic excitation, computed from polar motion. To do

this, much affords were undertaken to collect geophysical data over the ocean and atmosphere

and run global circulation models, assimilating observation. The angular momentum functions χ,

representing geophysical excitations, obtained from such reanalysis, are used, assuming that the

ocean-atmosphere-solid Earth system is closed and no external momentum is supplied. In result,

the excitation budget at Chandler frequency was closed by the ocean and, atmosphere, whereas the

hydrological input seems to be negligible for now. The amplitude and phase of excitations found

to be in good agreement, explaining the energy supply for the Chandler wobble. But the reliable

geophysical excitations are available only since 1950s for atmosphere and since the 1990s for the
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Figure 1: a) Chandler wobble extracted by the Panteleev filter, b) its spectra, c) Chandler excitation,

and d) its spectra with superimposed inverse operator (black) and its regularized version (green)

(Zotov, Bizouard, 2015).

ocean. The major amplitude changes of the CW, observed over more than a century, including

decay happened in the 1930s, were not covered. To overcome this difficulty, B. Chao (2012) run

modelling covering several hundreds of years pointing out, that the amplitude changes of CW can

result from the integration of random white noises and occur occasionally over centuries. Still what

we observe for the CW today was not predicted by any model. And we cannot be fully satisfied

with a general statistical hypothesis, saying that noises in the atmospheric and oceanic excitations

are responsible for modulations of the Chandler wobble observed in Figure 1a.

2. VARIATIONS OF CW AND ITS EXCITATION

Looking at the Chandler wobble spectrum, Figure 1b, obtained through the Fourier transform

of the auto-covariance function for the EOP C01 time interval, we see, that Chandler wobble pike

is splitted and has multiple side-harmonics. This reflects the to CW amplitude modulations. We

consider here only the prograde Chandler band, not accounting for ellipticity and effects of triaxiality

and not discussing different ways of filtering, developed by Gross, Malkin, Wang, Chao and others.

We just use Panteleev’s narrow-band filter (Zotov, Bizouard, 2012). The amplitude changes of

the Chandler wobble, emphasised in Figure 1a by the solid-line envelope, reveal some regularities,

which can be reduced to 80- and 40-year quasi-periodical changes. Many sceptical scientists pose

question – to what extent can we trust observations of the 19-th and early 20-th century? Taking

into account drastic change of precision starting from 0.1 arcsec and reaching tenth of microseconds

today, the question is reasonable. But similar increase of observational precision happens in many

fields of science. Does it mean we should through away old observations? Of cause not!. In

least squares procedure the weights, inversely proportional to squared standard error and changed

by 1000 times, would make recent observations million times more influential, what would pull

the adjustment to the recent 30 years. But the simple regularisation of weights while estimating
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amplitudes and phases of 80 and 40-year harmonics in envelope gives results not very different form

the unweighed non-linear least squares. Based on these results we predicted the increase of the

CW amplitude in the decade 2020-2030 after the present decrease with possible phase jump by π,

as in the 1930s.

A simple simulation, with CW harmonic modelled by 150 mas, annual harmonic by 100 mas

amplitude oscillation, and white noises of an = 10, 30, 60, 90, 120 mas variance, result in standard

errors of CW extraction by Panteleev’s filter σ = 2.4, 2.6, 4.5, 6.4, 8.0 mas, correspondingly. That

means that the difference between simulated CW and that, extracted from the mix of signals, is

less than 8% of the total CW amplitude.

So the obtained results, Figure 1a and b can be accepted as a matter of fact. An investigation

comparing the geodetic and geophysical excitations on the left and right hand sides of Euler-

Liouville equation (1) requires the estimation of the geodetic excitation, which is an inverse problem.

Differentiation of observations p can amplify the noises and real cause of CW will be lost in errors.

To regularize inverse problem we should get rid of annual oscillation and noises, what actually is done

by implementation of the Panteleev filter. The fact, that its frequency transfer band is very narrow,

requires the filter-window to be long in time and causes border effects of 20 years. To compare

geodetic and geophysical excitations we can use only time interval of mutual data availability, let’s

say since 1940th for ECCO oceanic (OAM) and NCEP atmospheric angular momentum (AAM) χ.

Cutting out 20 years from the edges, or developing the techniques of edge-effects reduction, we

would have only about four decades for intercomparision, 1960-2000. Comparison made in Zotov,

Bizouard (2016) revealed that the ocean and atmosphere together can explain more than 90% of

CW excitation almost on equal share, in agreement with other published results.

But can the ocean and atmosphere be responsible for 80 and 40-year quasi-regular variations

in the CW amplitude? The preliminarily analysis made in Zotov, Bizouard (2016), over 1960-2000

interval showed, that the ocean could be responsible.

We did reconstruction of geodetic excitation χ for CW in Zotov et al. (2016) and obtained

results shown in Figure 1c. Initially our attention was attracted by quasy 20-year regular envelope,

more or less in phase with 18-year lunar nodes precession. As further study revealed, the observed

20-year excitation amplitude changes can be explained by the 40-year CW amplitude changes

(Zotov, 2019) superimposed on the mean amplitude of CW, assuming constant parameters of

equation (1). Their cause can be interpreted as an alternation of 20-years periods of CW amplitude

increase and 20-years periods of amplitude decrease. A 80-year variations also present in excitation

amplitude, but they are less prominent and appears only if more narrow-band filter is applied. A

frequency-dependent phase shift between excitation’s and CW’s envelops occures, since the first

one depends on the derivative of the letter, eq. (1).

The excitation of 2-3 mas, provides Chandler wobble of almost 200-mas. It agrees with the

resonant amplification of input, but makes the inverse reconstruction and research of the Chandler

excitation very complicated. Can we estimate the error in geodetic excitation, introduced by noises,

narrow-band filtering and operator inversion? Theory of inverse problems solutions states that such

an error can not be accessed. It depends on our a-priory knowledge: errors of observations and

operator, eq. (1), stability of its parameters fc , Q. The only way to give an approximate error of

inverse solutions is to estimate the diameter of the set, they are selected from. Shortly speaking, if

a-priory knowledge was wrong and our filter was improperly designed, the solution could be wrong.

But if we put some reasonable constraints on the noises and operator errors, we can estimate the

error in the solution through the spread of the worst scenarios. From such simulations we testified

our Panteleev’s filter, finding its width 0.04 years−1 optimal, for the CW excitation error the upper

limit obtained is 1 mas.
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3. POSSIBLE CAUSES OF VARIABILITY

Since we still want to find the cause of CW amplitude changes and its spectral line split, we

allow ourself to speculate, trying to choose the most probable pathway for further research. So we

assume, that quasy 80 and 40-years variations of CW amplitude really exist in 19-20 cnt., and at

the stage of CW filtering the noises in observations were treated properly.

It seems that our contemporary knowledge of resonant period is correct since the theoretical

CW eigenfrequency is now consistent with observations, Love numbers, precession and nutation

model, etc. But what if we still miss-interpret 433-day wobble? Could it result from input at

another frequency interplay with resonance at not yet quite known frequency? Linear theory says,

that input and output should be at the same frequency, and it is the simplest assumption. The

hypothesis of double Chandler resonance, which could split the pike, drifting parameters, and so

on, make the model too complicated and contradicts the Occam razor principle. In fact, there

is no notable spectral pike in OAM and AAM at Chandler frequency. We do not know any other

geophysical process at 433-day frequency. The only planetary process, whose frequency is close to

433 days, was mentioned by Yu. Avsyuk (1996): it is a 412-day period of the full moon in perigee.

This important periodic event, called ”Big Moon” has astronomical origin, it modulates the tides,

but we do not have evident spectral line in geophysical processes at this frequency. It might be in

result of improper selection of reference system for the consideration of modulations. But since we

deal with PM, related to geophysical causes, CW in particular, we try to look for small excitations

hidden in noises of oceanic and atmospheric variability and suppose, that they are sufficient. So,

low-frequency astronomical processes become out of scope. But can the processes on Earth be

really so radically isolated?

Let us think about the problem in the framework of mechanics of several oscillators, where,

if they are coupled together and synchronized, the changes of amplitude of particular oscillator is

often observed in result of energy transfer from one pendulum to another. We can treat multiple

Chandler wobble spectral pikes and side-lobes as an effect of such multiple oscillators, providing

modulations. In Fig 1d we can observe spectral lines not only at 1/433, but also at 1/450,

1/440, 1/410 cycles per day, altogether responsible for 80-year, 40-year and 20-year modulations

of excitation amplitude. The blue dashed line of 90% confidence level shows in Figure 1b, that the

majority of these spectral lines are quite real. What if some of them appears at one interval of time,

others – at another, then Fourier analysis would not be a proper technique. Wavelet and time-

frequency analysis in a moving window do not alter the observed peaks. The average CW period

seems to be stable. The only phase jump by π happened in 1930s during the amplitude minima

can be modelled by a simple decay of the wobble amplitude with the envelope sign changing from

“positive decrease” to “negative increase”. If we would try to imagine, that the input excitation

frequency crosses the eigen-frequency, let’s say from left to right, then the phase jump would

happen in result of phase response at resonance, but at the same time, the amplitude of response

should increase, what is not observed. Thus, this phase-shift even remains unexplained.

Going back to mutual oscillators and synchronisation hypothesis, we need to identify them.

Probably the correct way is to look for processes, which could interact and synchronise each other

in the Earth shells and surrounding space not at the periods close to the CW carrying 433-day

frequency or its side-lobes, but at the periods of CW envelops.

In this framework all the variations, including climatic modes, like El Niño, 35-year meteorolog-

ical period, related with the beating between lunar (355 days) and solar year, 412-day period of the

’Big Moon’ should not be ignored.

We expect critics, saying that the old “astrological” methods has nothing in common with

contemporary physics. But we would only mention, that the properly chosen “reference system”

has been always the crucial point in astronomy and mechanics. We also know many examples,

when physical models and eigenfrequencies of multi-dimensional systems of differential equations
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were adjusted, to satisfy evident synchronisations and to explain what we observe in reality. On

this way of combination of intuition, precise observations, new evidences uncovered from noises,

and novel mathematical modelling, we sooner or later, will solve the detective story of Chandler

wobble variability.

4. CONCLUSIONS

Despite the great progress of precession/nutation theory and its agreement with observations up

to the 0.1 milliseconds order, the modelling of polar motion and its prediction remain unsatisfactory.

Complex system of ocean, atmosphere, mantle and Earth interior shells, involving a great diversity

of long and short-term geophysical processes, makes this field of scientific research comprehensive

and less developed. Though PM parameters are needed for matrix transformations from celestial

to terrestrial system as well as nutation parameters, being precisely estimated from GPS, VLBI and

laser observations, they are hardly predictable. Chandler wobble, changing its amplitude from tens

to hundreds of mas, introduces the major uncertainty into the polar motion predictions for horizons

larger than one year. Explanation of its changes are crucial for geophysics and applications, including

navigation, but requires a deep understanding of meteorological, oceanographic, climatological

processes and global planetary geophysics.
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ABSTRACT. Different VLBI solutions of celestial pole offsets (CPO) are used to determine

parameters (period T and Q-factor) of Free Core Nutation (FCN). To this end, Brzeziński’s broad-

band Liouville equations are numerically integrated to account for geophysical excitations. Effects

of the atmosphere, oceans and geomagnetic jerks (GMJ) are considered. Best-fitting values of FCN

parameters are found by least-squares fit to observed CPO, corrected for the difference between

the FCN parameters used in IAU 2000 model of nutation and newly estimated ones; MHB transfer

function is used to compute these corrections. Out of all 42 solutions that we made the best fit

is obtained for CPO from IERS C04, with only GMJ excitations considered. Estimated values of

FCN parameters from this solution are T = 430.23 ± 0.03, Q = 19600 ± 130. Very probably,

excitations of FCN by GMJ are more important than those by the atmosphere and oceans.

1. INTRODUCTION, MOTIVATION

Dominant part of nutation is caused by external torques, excerted by the Moon, Sun, and

planets. Excitations by geophysical fluids (atmosphere, oceans) play much smaller role, but they

are now detectable by VLBI. Rapid changes of amplitude and phase of the free term (FCN) occur

near the epochs of geomagnetic jerks (rapid changes of the second time derivatives of intensity of

geomagnetic field), as recently shown by Malkin (2013). We developed a method of determining

FCN parameters (period T , Q-factor), considering all these effects (Vondrák & Ron, 2017). Here

we apply this method to several VLBI solutions and models of geophysical excitations, and compare

the results. The motivation is to demonstrate how much the solution is influenced by different

VLBI solutions of CPO and different models of geophysical excitations.

2. SHORT DESCRIPTION OF THE METOD

The method is described in detail elsewhere (Vondrák & Ron, 2017), so only a very short

description is given below.

We use Brzeziński’s (1994) broad band Liouville equations to integrate numerically the influence

of geophysical excitations, and compare the results with observed CPO. To this end, we use

standard atmospheric and oceanic excitations from different sources, transformed from terrestrial

to celestial reference frame (details see below). The effect of geomagnetic jerks is modeled by

impulse-like excitation functions whose amplitudes are determined to yield the best agreement with

observations.

Brzeziński’s equations in celestial frame read, in complex form,

P̈ − i(σ′C + σ′f )Ṗ − σ′Cσ′f P =

− σC
{
σ′f (χ′p + χ′w ) + σ′C(apχ

′
p + awχ

′
w ) + i

[
(1 + ap)χ̇′p + (1 + aw )χ̇′w

]}
, (1)

in which P = dX + idY denotes the part of CPO, caused by geophysical excitation, σC is the

prograde Chandler frequency in terrestrial frame. σ′C, σ′f are the Chandler and retrograde FCN
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frequencies, and χ′p, χ′w are the effective angular momentum functions (pressure and wind terms,

respectively), all in celestial frame. All complex frequencies σ are expressed in radians per day.

Numerical constants ap = 9.200× 10−2, aw = 2.628× 10−4 express different reaction on pressure

and wind terms. The complex effective angular momentum functions χ = χ1 + iχ2 in terrestrial

frame are transformed into celestial frame, using a simple formula χ′ = −χeiφ, where φ is the

Greenwich sidereal time; retrograde quasi-diurnal signal in terrestrial frame thus becomes long-

periodic in celestial frame.

Prior to comparison, the observed CPO are corrected for the difference between the FCN

parameters as used in standard IAU model of nutation and the estimated ones, to account for

resonance effects. To this end, we use the Mathews-Herring-Buffet transfer fuction (Mathews et

al., 2002):

TMHB(σ) =
eR − σ
eR + 1

N◦


1 + (1 + σ)


Q◦ +

4∑

j=1

Qj
σ − sj




 , (2)

where σ is the frequency of nutation, eR is the dynamical ellipticity of the rigid Earth, N, Q are

complex constants, and sj are complex resonance frequencies, corresponding to:

1. Chandler wobble CW;

2. Retrograde Free Core Nutation RFCN;

3. Prograde Free Core Nutation PFCN;

4. Inner Core Wobble ICW.

All frequencies of Eq.(2) are given in terrestrial frame and expressed in cycles per sidereal day. The

most important is the resonance near RFCN, whose frequency is related to σ′f of Eq. (1) by a simple

relation s2 = σ′f /Ω− 1, where Ω = 6.30038 rad/day is the mean speed of Earth’s rotation. When

the estimated FCN parameters differ from the ones used in IAU model of nutation (T=430.21d,

Q=20000), transfer function for each nutation term changes, and so do its amplitude and phase

as well as CPO. We then find the FCN parameters that yield the best fit between integrated and

corrected CPO values, using standard least-squares estimation.

3. DATA USED

All data used in this study cover the same interval 1986.0–2018.5. They are as follows:

3.1 Celestial pole offsets

Celestial pole offsets (in 1-day steps), all referred to IAU2000, solutions by the following IVS

analysis centers are used:

1. combined IERS C04, solution eopc04 IAU2000.dat;

2. combined IVS, solution ivs18q2X.eops;

3. Bundesamt für Kartografie und Geodäsie (BKG), solution bkg00014.eoxy;

4. Goddard Space Flight Center (GSF), solution gsf2016a.eoxy;

5. Institute for Applied Astronomy (IAA), solution iaa2017a.eops;

6. Observatoire de Paris (OPA), solution opa2019a.eops;

7. U.S. Naval Observatory (USN), solution usn2019c.eoxy.

All these data were filtered (Vondrák, 1977) to contain periods between 10 and 6000 days and

centered. For FCN parameters different from the values used in IAU2000 model of nutation, these

were further corrected by using MHB transfer function, as outlined above.

3.2 Atmospheric and oceanic excitations

Three different variants of excitations are used:

1. No atmospheric and oceanic excitations;
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2. NCEP/NCAR atmosphere with IB correction (representing a simple oceanic model), in

6-hour steps (Zhou et al., 2006);

3. ESM GFZ atmosphere + ocean, in 3-hour steps (Dobslaw & Dill, 2018).

All excitations, originally given in terrestrial frame, were re-calculated into celestial frame,

centered and smoothed to contain only periods longer than 10 days.

3.3 Excitations by geomagnetic jerks (GMJ)

Eight epochs of GMJ, found in literature are used, namely 1991.0, 1994.0, 1999.0, 2003.5,

2004.7, 2007.5, 2011.0, and 2014.0. References to corresponding papers can be found in (Vondrák

& Ron, 2017). The complex amplitudes a of bell-shaped excitations, centered around these epochs

and lasting 200 days, are estimated to yield the best fit to observations. The excitations have the

form

χ′GMJ =
a

2

[
1 + cos

2π(t − t◦)
∆

]
, (3)

in which t◦ is equal to GMJ epochs and ∆ = 200 days.

4. RESULTS

We used the above described procedure, both without and with GMJ excitations, leading to 42

different solutions of period T and Q-factor. All of them are represented below graphically in Figs.

1 through 3.
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Figure 1: Solutions without atmospheric and oceanic excitations; left - no excitations at all, right

- excitations by GMJ only.

Figure 1 (no atmospheric and oceanic excitations) shows clearly that all VLBI solutions yield

very similar T and Q values; they agree within their formal uncertainties. The rms fit between

integrated and observed CPO range from 0.232 to 0.280 mas, the best fit corresponds to IERS

C04 solution. Inclusion of GMJ excitations does not change the Q-factor, and it shortens the

period by less than 0.1d. It also improves the fits substantially to 0.166-0.227 mas, with the lowest

value again for C04 CPO.

Figure 2 (excitations by NCEP IB atmosphere) offers a similar pattern as the preceding one;

all solutions agree within their uncertainties, rms fits are slightly worse (0.246-0.351 mas for at-

mospheric excitation, 0.188-0.243 mas for GMJ effect added). The best fit is achived again for
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IERS C04 CPO. Difference between left and right plot is however different – Q-factor diminishes

by about 1000, and period remains practically the same.
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Figure 2: Solutions with atmospheric excitations NCEP IB; left - without GMJ excitations, right -

with GMJ excitations.
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Figure 3: Solutions with atmospheric and oceanic excitations GFZ; left - without GMJ excitations,

right - with GMJ excitations.

Results depicted in Figure 3 (excitations by EMS GFZ atmosphere and oceans) yield the highest

values of rms fits (0.414–0.445 mas without GMJ, significantly reduced by including GMJ effect to

only 0.197–0.251 mas). Similarly to Figs. 1 and 2, different CPO solutions lead to almost identical

results. FCN parameters are rather different from the preceding two cases; period is shorter by

about 0.3d, with GMJ excitations even more, Q-factor grows by almost 3000 if GMJ effect is

added.
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5. CONCLUSIONS

All results based on different VLBI solutions agree at the level of their formal uncertainties, if

the same excitation model is used. The best rms fit to observations is always obtained with IERS

C04 solution. Different models of excitation yield values of FCN parameters whose differences

often exceed their formal errors. Quite surprisingly, the best fit is obtained when atmospheric

and oceanic excitations are neglected. Inclusion of GMJ effect always improves the fit, the most

significant improvement occurs in case of EMS GFZ excitations, but in some cases it brings about

relatively large changes of FCN parameters, exceeding their formal errors. Out of our 42 solutions

the best fitting one is based on CPO from IERS C04, when only GMJ excitations are considered:

T = 430.23±0.03, Q = 19600±130, with rms fit to observations 0.166 mas. Thus it seems that

the excitations by GMJ are probably more important than the ones by atmosphere and oceans.

6. REFERENCES
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ABSTRACT. The period of the polar motion resonance as estimated from luni-solar nutation

terms is not equal to 433 days, namely the Chandler wobble period, but about 380 days. This

puzzling estimate, first obtained by Mathews et al (2002), is caused by the dynamical response of

the ocean in the nutation band, corresponding to the retrograde diurnal polar motion with respect

a crust-fixed frame. The complex part of the resonance frequency is also strongly modified, and

mostly results from the phase shit introduced by the ocean response to the pole tide potential.

These conclusions are based upon our knowledge of the diurnal ocean tides, from which we can

deduce the ocean pole tide in the same frequency band. Moreover, it seems that we have detected

the effect of the free core nutation on the polar resonance parameter in the vicinity of the free core

nutation frequency at −1.005 cycle/day.

1. INTRODUCTION

The resonance parameters (TPM , QPM) of the polar motion (PM) are generally considered as

the Chandler wobble period Tc = 430− 432 days and its quality factor Qc = 56− 255 respectively

(Nastula and Gross, 2015). But this coincidence is only insured in the broad frequency band

surrounding the Chandler wobble, including annual period. Actually, in the retrograde diurnal band

of the polar motion, that is the nutation band in a non-rotating frame, these resonance parameters

become TPM ≈ 383 d, QPM ≈ −11 (Nurul Huda et al, 2019). We propose a modelling of this

phenomenon by accounting the response of a dynamical ocean and anelastic solid Earth to the pole

tide potential.

2. RESONANT PERIOD OF THE COMMON POLAR MOTION

Let C be the Earth axial principal moment of inertia, A and Am the equatorial principal moments

of inertia of the Earth and of the mantle respectively, e = (C−A)/A ≈ 1/304.5 the Earth dynamical

flattening, and σe = eΩ the frequency of the Euler free wobble. The resonant angular frequency

of the polar motion is given by (see e.g. Dehant and Mathews, 2015)

σPM = σe
A

Am
(1− k̃

ks
+O(e2)) =

A

Am
Ω(e − κ+O(e)) , (1)

where ks = 0.938 is the secular Love number, k̃ is the coefficient accounting for Earth response to

the pole tide potential, and κ = ek̃/ks is the compliance. Actually k̃ is composed of two parts:

k̃ = k̃2 + k̃o . (2)

Here k̃2 means the body Love number of degree 2 accounting for the solid Earth response to the

pole tide tesseral potential, and k̃o the oceanic Love number describing the ocean response to the

same potential. For the common polar motion (beyond 2 days) the ocean response is considered

at equilibrium. This leads to k̃o = 0.0477. The solid Earth response is assumed as quasi-elastic,

described by the body Love number k̃2 = 0.307 − i 0.0035 (Petit and Luzum, 2010). These
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Q1 −0.037 + i 0.039 O1 −0.030 + i 0.038

P1 −0.023 + i 0.042 K1 −0.023 + i 0.042 J1 −0.022 + i 0.047

Table 1: Oceanic Love number for some prominent waves of the retrograde diurnal band.

values determine the resonance parameters (TPM = 433.6, QPM = 85) in conformity with the

observations.

3. CONTRIBUTION OF THE DYNAMICAL OCEAN RESPONSE

Below 10 days the ocean response is no more hydrostatic, and ko changes accordingly. In the

diurnal band, this issue can be solved in light of the diurnal ocean tides. For, as the pole tide

potential has the same form than the luni-solar tesseral potential and concerns the same frequency

band, the Earth response should be formally the same. The tidal height variation produces an

equatorial component H(t) of the ocean angular momentum. The observed diurnal ocean tide

height is smaller than the theoretical equilibrium tide ξ, and strongly out-of-phased with respect

to the tidal potential. Meanwhile, dynamical processes produce currents, in turn a relative angular

momentum h(t). At a location of colatitude θ and longitude λ the tesseral tidal potential is

W = −Ω2r2

3
Re
[
φ̃(t)Y−12

]
, Y−12 = 3 sin θ cos θe−iλ , (3)

where

φ̃(t) =
3gN12
Ω2R2e

∑

σ≥0

ξσe
−i(θσ(t)−π/2) , N12 =

√
5

24π
. (4)

is formally equivalent to m(t) in pole tide potential. So, in Liouville equation, the tidal excitation

χo(t) is proportional to φ̃(t), as the rotational excitation is proportional to m(t):

χo = k̃o/ks φ̃ . (5)

The components of χo are computed from FES 2012 reported in (Madzak, 2016). For tesseral tides

J1, K1, P1, O1, Q1, we extract the retrograde diurnal components H− and h−. Then, accounting

for loading effect through the loading Love number k ′2, for a tidal constituent at frequency σ we

have

χo(t) =
H−σ (t)(1 + k ′2) + h−σ (t)

(C − A)Ω
=
H−σ (1 + k ′2) + h−σ

(C − A)Ω
e−i(θ+χ) , (6)

where θ is the tidal argument. It results

k̃o = ks
H−σ (t)(1 + k ′2) + h−σ (t)

(C − A)ΩΦ̃σ

= −ks
H−σ (1 + k ′2) + h−σ

C − A
ΩR2e

3gN12ξσ
. (7)

We estimate k̃o for each tidal components H−σ , h−σ and corresponding tidal height ξσ. The

resonance of the loading love number k ′2 at FCN frequency does not impact significantly k̃o in

retrograde the diurnal band. For k ′2 = −0.3075, the obtained values differ strikingly from the

oceanic Love number ko = 0.0477 estimated for an equilibrium pole tide: at K1 ko = −0.023 +

i 0.042 or compliance κ̃o = k̃oe/ks = (−7.9 + i 14.6) 10−5 in agreement with (−6.9 + i 11.5) 10−5

proposed by Mathews et al (2002). The values of Table 1 allow to model ko(σ) through a degree

2 polynomial of the frequency in the the diurnal retrograde band:

ko(f ) = (−0.716 + i 0.721)f 2 + (−1.483 + i 1.337)f + (−0.791 + i 0.658) , (8)
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Figure 1: PM Resonance parameters in the diurnal retrograde band for an anelastic solid Earth

covered by oceans.

where f is in cpd. Then we see that the resonance frequency (1) becomes frequency dependent:

σPM(σ) = σe
A

Am

k̃2 + k̃o(σ)

ks
, (9)

where k̃2 is taken as the Love number of an anelastic Earth, slightly varying with frequency. In

the diurnal domain we have k̃2 = 0.299− i 0.00144 (Petit and Luzum, 2010). The corresponding

period and quality factor, namely TPM(σ) = 2π/Re(σPM) and QPM(σ) = Re(σPM)/(2 Im(σPM))

are displayed in Figure 1. So, in the frequency band [-1.15 cpd, −0.85 cpd], the dynamical ocean

response leads to the resonance parameters lying in the intervals 374 d < TPM ≤ 382.5 d and

−4 ≤ QPM ≤ −10, confirmed by TPM = 382.0± 1.3 days and QPM = −10.4± 0.5 obtained from

nutation analysis in (Nurul Huda et al, 2019).

4. INFLUENCE OF THE FLUID CORE

Close to the retrograde diurnal frequency σFCN = −1.00506 cycle/day (cpd) of the free core

nutation, the solid Earth tide departs from the one of a quasi-elastic Earth. Other perturbations,

of much lesser amplitude (100 times less), occur because of the free inner core nutation (FICN)

mode at σF ICN ∼ 1.0017 cpd in the TRF, and because of the Polar motion resonance appearing

at the period ∼ 380 days, as justified in the former section. From IERS Conventions 2010 (IERS,

2010), Table 6.4, Eq. 6.9 and 6.10, the ”diurnal” body Love number has the form

k2(σ) = 0.29954− i 0.1412 10−2 − LPM
σ − σ̃PM

− LFCN
σ − σ̃FCN

− LF ICN
σ − σ̃F ICN

, (10)
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with the dominant term LFCN = (0.91 10−4− i 0.30 10−5) cpd. Here σPM ≈ 1/383 cpd. Replacing

in (9) the pure anelastic value of k2 by its resonant version (10), we get

σPM(σ) = σe
A

Am

k̃2(σ) + k̃o(σ)

ks
. (11)

The resonance parameters deduced from (11) are plotted in Figure 2 over the band [−1.15 cpd,

−0.85 cpd] (denoted band I). This theoretical curve is compared with the estimated values from

different sets of dominant luni-solar nutation terms, as reported in (Nurul Huda et al, 2019). In

average, far from the resonance at σFCN , the theoretical curve corresponds grossly to the estimated

value obtained for the whole band I (TPM = 382± 1.3 d, QPM = −10.4± 0.5).

Figure 2: Resonance parameters of the polar motion in the diurnal retrograde band for an anelastic

Earth covered by oceans and containing a fluid core. Green crosses specify the values obtained

from nutation inversion over the restricted frequency bands III1 (ν1,OO1), III2 (Φ1,Ψ1), III3 (K1),

III4 (S1,P1,O1,Q1): the horizontal bar extension gives the frequency band, and the vertical bar the

uncertainty of the estimated value.

The resonance produced by the free core nutation strongly is partly confirmed by nutation

inversion for restricted bands:

• K1 - precession and long period nutation terms (6798 d, 1095 d, 3399 d) in the CRF (band

III3). Modeled values (TPM = 360 d, QPM = −10) at K1 quite well predict the estimated

value (382± 8 d, −8.5).

• Ψ1 - retrograde nutation terms in 365.25 d, 386 d in the CRF (band III2). Enhancement of

TPM up to 470 d at Ψ1, matching T observedPM = 487± 58 d. The value QobservedPM = 13± 31

too uncertain for confirming the modeled value −5 at Ψ1.
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• far from K1 and Ψ1, the resonance parameters rejoin the curves obtained for an anelastic

Earth covered by oceans. At the right part of the spectrum corresponding to band III4,

covering tidal lines S1 and O1, the estimates (TPM = 381.8± 1.3 d, QPM = −10.4± 0.5)

are close to the modeled parameters. For the opposite band (III1), the estimated period is

longer (418 days), as expected from the asymmetry of the resonance.

5. CONCLUSION

The dynamical response of the oceans to the pole tide potential is the main factor reducing the

polar motion resonance period to about 380 days in the retrograde diurnal band. The associated

quality factor ∼ −10 reflects the strong phase-shift of the this response with respect to the pole

tide. In reason of the free core nutation resonance, the body Love number strongly deviates from

its mean value of 0.3 in vicinity of the FCN frequency (σFCN = −1.0050 cpd). In turn, in the band

[−1.15 cpd, −0.85 cpd] as observed from the Earth, the resonance period of the polar motion

increases above 400 days for frequencies smaller than σFCN , and remains below this threshold for

the band above σFCN .

In contrast to common polar motion, the excitation at stake, namely the diurnal tidal torque

through rigid Earth nutation terms, is almost perfectly known. Despite the remoteness of the

polar resonance period from the retrograde diurnal nutation terms in the terrestrial frame, the

confrontation of observed nutation terms to those of a rigid Earth, as carried out in (Nurul Huda

et al, 2019), amazingly confirms the modeled frequency dependence. So, the luni-solar nutation

determined by VLBI reflect the dynamical behavior of the ocean and influence of the fluid core on

solid Earth deformation in the retrograde diurnal band.
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ABSTRACT. In addition to atmospheric, oceanic, and hydrological contributions, the seasonal

length-of-day variation is significantly affected by global mass redistribution between the Earth

subsystems. This study uses the new ESMGFZ barystatic sea-level product SLAM as well as

estimates of the barystatic ocean bottom pressure anomalies from the GRACE Level 3 GravIS

products to quantify the global mass balance. For the annual cycle the global mass balance

effect overcompensates the contributions from terrestrial hydrology. Considering the global mass

balance, model based mass induced excitation on seasonal length-of-day variations coincide well

with estimates from satellite gravimetry. Moreover, the mass terms can be determined accurate

enough to attribute the remaining gap in the length-of-day excitation budget between models

and observation clearly to an underestimation of atmospheric wind speeds in the global European

weather forecast model by -7%.

1. INTRODUCTION

On seasonal time-scales changes in length-of-day (∆LOD) are mainly caused by external grav-

itational forces, the redistribution of water masses within Earth’s fluid layers atmosphere, ocean,

and terrestrial hydrosphere, and the exchange of water masses between these components. Models

of the hydrosphere dynamics, i.e., numerical weather prediction models, ocean general circulation

models, and terrestrial water storage models can be used to calculate effective angular momentum

functions (EAM) describing the excitation of Earth rotation. Atmospheric angular momentum

(AAM) consisting of wind and surface pressure changes account for almost 90 % of observed

∆LOD. To a smaller extent ∆LOD is excited by terrestrial hydrology (HAM) and the exchange of

water masses between the continents and the ocean responsible for the seasonal sea-level changes

(SLAM). The global mass balance, expressed as sea-level variation including effects of loading and

self-attraction is generally not included in the available EAM data sets.

2. BARYSTATIC SEA-LEVEL CHANGES

Barystatic sea-level changes are induced by the net-inflow of water from the continents or the

atmosphere into the oceans and by a spatially variable deformation of an equipotential surface

of the Earth’s gravity field that coincides with the sea-surface on a global average. Ocean mass

variations can be directly extracted from gravity variations from the Gravity Recovery and Climate

Experiment GRACE (2002 - 2017) and GRACE-FO (launched on May 22nd, 2018), e.g. latest

GRACE reprocessing release 06 performed at GFZ (Dahle et al., 2018), publicly available from the

GravIS portal (gravis.gfz-potsdam.de).

Alternatively, barystatic sea-level changes can be calculated from global water balance assuming

that the total mass of water on the globe is constant in time. Gravitationally consistent spatially

heterogeneous sea-level variations can be deduced by solving the so-called sea-level equation. Based

on daily estimates of the ESMGFZ models of the atmosphere (i.e., global ECMWF analysis and

re-analysis data) and the continental hydrosphere (i.e., Land Surface Discharge Model LSDM),
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Figure 1: Barystatic sea-level variations for the years 2000 - 2016 in [m]. Blue: 24-hourly sea-level

calculated from atmospheric and hydrological mass changes in the ESMGFZ models ECMWF and

LSDM by solving the sea-level equation. Red: Monthly GRACE based sea-level variation from

GravIS Barystatic Pressure Anomalies, detrended. Gray: Removed trend of GravIS Barystatic

Pressure Anomalies.

we note that, apart from the trend, both signals agree very well even on interannual time-scales

(Figure 1). The annual amplitude of the barystatic sea-level changes inferred from the ESMGFZ

models is about 5% higher than the most recent GRACE estimate from GFZ, and the phase

difference is about 7 days. ESMGFZ does not account for post-glacial rebound.

3. EFFECTIVE ANGULAR MOMENTUM FUNCTIONS

Effective Angular Momentum (EAM) functions (χ1, χ2, χ3) summarize the geophysical exci-

tation of Earth rotation. Each EAM function consists of so-called mass terms induced by mass

redistributions, and motion terms caused by mass transports associated with atmospheric winds

and ocean currents. The axial component χ3 quantifies ∆LOD. Global numerical models allow for

the separate quantification of atmospheric angular momentum changes AAM, oceanic angular mo-

mentum OAM, and hydrological angular momentum HAM. Alternatively, satellite geodesy allows

for the quantification of the total excitation from the inversion of the Earth Orientation Parameters

as available from in particular geometric techniques, and additionally also for the estimation of the

total mass term from the analysis of gravimetric observations.

3.1 Model-based AAM, OAM, HAM, and SLAM

Since more than 10 years, the Earth System Modelling group at GFZ Potsdam (ESMGFZ)

provides daily updated EAM functions as calculated from numerical model data. Since the beginning

of 2017 ESMGFZ provides in addition so-called barystatic Sea-Level Angular Momentum functions

(SLAM) that account for the GMB consistent to their models used for the calculation of AAM,

OAM, and HAM. SLAM is calculated from the global distributions of modeled atmospheric and

terrestrial water storage masses by means of the sea-level equation (Tamisiea et al., 2010). SLAM

thus balances the global mass in the model system in a way that the sum of the total mass in all

four different EAM components is constant at any time. SLAM represents mainly the hydrological

and atmospheric excess mass distributed globally into the ocean but includes also the gravimetric

effect of loading and self-attraction acting on the ocean sea-level.

Alternative model-based EAM time-series for this study were taken from the Global Geophysical

Fluids Center (GGFC) of the International Earth Rotation and Reference Systems Service (IERS).

AAM from Atmospheric and Environmental Research (AER) based on the Reanalysis-2 of the

National Center for Environmental Prediction and OAM from the Jet Propulsion Labratory (JPL)

using the ocean model ECCO version kf080h.
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3.2 Mass Terms from SLR and GRACE

Mass terms of the total excitation χ3 are directly related to time-variations of the second degree

zonal coefficient ∆C20 of the Earth’s gravity field via the MacCullag’s formula. We utilize ∆C20

from a multi-satellite Satellite Laser Ranging (SLR) solution (SLR Multi) as provided by the Center

for Space Research (Cheng et al., 2011). We further consider the annual amplitudes and phases

obtained from a comparable SLR analysis setting reported by Zhang (2017) noted as SLR Zhang.

Thirdly, we use a SLR series that has been specifically calculated to replace ∆C20 in the GRACE

RL06 series as published in the GRACE TN11 (SLR TN11; Cheng et al., 2013). Fourthly, we test

an SLR-series processed at GFZ that considers in total six different satellites (SLR GFZ; Koenig

et al., 2018).

In addition, the Gravity Information Service website http://gravis.gfz-potsdam.de/ (GravIS)

provides a preliminary separation of the ocean gravity signal observed by GRACE into the part

induced by general circulation pressure anomalies and the GMB part induced by barystatic pressure

anomalies. From the latter mass distribution we can derive a SLAM products that relies almost

purely on observations from GRACE.

3.3 GAM from IERS C04

The geodetic angular momentum function (GAM) is inverted from the geodetically observed

Earth’s rotation time series IERS EOP 14 C04 by means of the Liouville equation. Effects of

long-period tides were removed from the GAM ∆LOD component.

4. ANNUAL MASS TERM VARIABILITY

We initially focus on the effects of the quasi-static mass distribution on the annual and semi-

annual harmonic in ∆LOD excitation. We estimated a least squares harmonic fit to the angular

momentum time series with bias, trend, annual, semi-annual, and ter-annual harmonics.

The sum of all model-based ESMGFZ EAM coincides quite well with the total GRACE-based

contribution as given by GravIS (Figs. 2a). Annual OAM mass term contributions are well in phase

with the atmospheric mass excitations. Residual ocean bottom pressure variability observed by

GRACE indicates that MPIOM is still missing a considerable fraction (35%) of the excitation.

For both, ESMGFZ and GravIS, HAM is overcompensated by SLAM with a 24% larger magni-

tude. SLAM arises by 82% from the hydrological balance, 16% from the atmospheric balance, and

2% from the gravitational effects of atmospheric and continental water masses on the sea-level

topography.

The comparison of SLR TN11 with the GRACE solution GFZ RL06-SLR TN11 including a

replaced C20 estimate from SLR TN11 confirms that numerical integration of EAM from global

mass grids obtained with GRACE is sufficiently accurate and do not affect the results (Figs. 2b).

In contrast, the choice of an particular SLR solution for the C20 replacement in the GRACE level 2

processing significantly impacts the results, see differences between GFZ RL06-SLR TN11 and GFZ

RL06-SLR GFZ. Considering all three GRACE based solutions, the annual mass term is determined

with an accuracy of ±0.9 · 10−10 in amplitude and ±3.7◦ in phase. The SLR solutions reveal a

somewhat larger deviation from each other, ±1.3 · 10−10 in amplitude and ±8.1◦ in phase. The

unweighted mean of the three SLR solutions leads to almost the same annual mass term signal as

the GRACE average estimate. Moreover, the result from the ESMGFZ model fit also quite well

within the distribution of all considered geodetic estimates. We thus conclude that the mass terms

of annual ∆LOD excitations is fairly well understood from a combination of satellite gravimetry

and numerical models.
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(a) Phasor plot of annual mass term contribution

χ3 mass, part 1. Individual contributions from at-

mosphere (red), ocean (blue), terrestrial hydrology

(green), and barystatic sea-level (pink ESMGFZ,

yellow GravIS) as well as the sums (purple ESMGFZ,

turquoise GravIS) are given for the model ESMGFZ

(solid lines) and GRACE L3 product GravIS (dashed

lines). Circles represent the uncertainties in es-

timating the annual harmonic signal. Amplitudes

are in milliseconds, phases are defined as ϕ in

sin(ω(t − t0) + ϕ), where t0 refers to 0 UTC on

January 1 and ω = 1/365.25d .
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(b) Phasor plot of annual mass term contribution

χ3 mass, part 2. Individual GRACE based esti-

mates (turquoise) for GravIS (dashed), GFZ RL06-

SLR TN11 (dotted) using the ∆C20 replacement

SLR TN11 and GFZ RL06-SLR GFZ (solid) us-

ing SLR GFZ, like in GravIS. Orange X and cir-

cle defines the unweighted average incl. spread of

all three GRACE based estimates. Individual SLR

estimates (black) based on ∆C20 from a multi-

satellite solution (solid), the low degree replacement

for GRACE GSM (dashed), and results published by

Zhang (2017) (dotted). Black X and circle defines

the unweighted average incl. spread of all three SLR

estimates. The average and spread of all satellite

(GRACE and SLR) estimates together leads to the

mean mass term estimate (brown). For compari-

son the ESMGFZ model estimate is given in purple.

Amplitudes are in milliseconds, phases are defined as

ϕ in sin(ω(t − t0) + ϕ), where t0 refers to 0 UTC

on January 1 and ω = 1/365.25d .

5. ANNUAL MOTION TERM VARIABILITY

On seasonal-to-interannual time-scales, the motion term contributions to ∆LOD are clearly

dominated by tropospheric winds (Figure 3). OAM current contributions as simulated by MPIOM

are almost two magnitudes smaller. AAM motion terms of ESMGFZ and AER agree very well in

their annual phase, ±2 days. Annual amplitudes of ECMWF-based estimates are lower by about

7% than NCEP results. In addition the annual amplitude – but not the semi-annual amplitude –

of NCEP χ3,motion depends considerably on the analysis period. NCEP gradually converges from

49.11 · 10−10 (for the years 2000 - 2016) down to 47.01 · 10−10 (for the years 1990 – 2000),

towards the ECMWF level.

As AAM motion terms are two magnitudes larger than the second largest contribution from

OAM, an alternative access to AAM χ3,motion is given by subtracting the total mass contribution

χ3,mass discussed in the previous section from the geodetically observed excitation of ∆LOD.

We calculate two pseudo-observed χ3,motion terms: (i) by using χ3,mass terms from the sum

of ESMGFZ EAMs; and (ii) by using the unweighted average of all GRACE and SLR estimates
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Figure 3: Phasor plot of annual motion term contribution χ3 motion. Contributions of atmospheric

winds (red) from ESMGFZ ECMWF (solid) and AER NCEP (dashed). Contributions of ocean cur-

rents (blue) from ESMGFZ MPIOM (solid) and JPL ECCO (dashed). Contributions of enhanced

atmospheric winds (yellow) from ESMGFZ ECMWF + 7% (solid) and from ESMGFZ ECMWF

+ 8% (dotted). Pseudo-observation using GAM (IERS C04) reduced by the ESMGFZ mass term

(purple) and the average mass term from GRACE/SLR satellite solutions (brown). Amplitudes are

in milliseconds, phases are defined as ϕ in sin(ω(t− t0) +ϕ), where t0 refers to 0 UTC on January

1 and ω = 1/365.25d . Circles represent the uncertainties in estimating the annual harmonic signal.

discussed above. The uncertainties arising from the differences of those two mass term estimates

account only for 2% in the annual amplitude of χ3,motion and almost no uncertainty in the annual

phase. Hence, the match between pseudo-observed and modeled χ3,motion terms represents to a

large extent the ability of the numerical weather models to capture the seasonal wind variations.

By introducing a scaling factor that linearly increases the ECMWF wind terms by +7% we are able

to obtain a remarkable closure of the IERS C04 ∆LOD excitation budget for the ESMGFZ mass

term combination. When using the mass term estimates from GRACE/SLR, the ECMWF wind

terms appear to be underestimated by even 8% or more, and also the NCEP wind terms are some

2% too low.

6. CONCLUSION

In order to validate the atmospheric motion excitation as calculated from predicted winds of

numerical weather models against geodetic observation of Earth rotation, we first assess all other

contributions coming from mass redistributions within the Earth system components atmosphere,

ocean, and continental hydrosphere. Especially, the interactions between this subsystems via the

global hydrological cycle cause substantial mass redistributions among atmosphere, ocean and

continents.

Alternatively to the sum off all mass induced geophysical fluid excitation functions AAM, OAM,

HAM, and SLAM, we used estimates of the ∆LOD mass term derived from satellite missions

GRACE and SLR. GRACE based solution are very sensitive to the applied ∆C20 replacement

derived from two different SLR solutions. This considerable diversity in SLR ∆C20 estimates is

further supported by three more SLR solutions considered in this study. Nevertheless, the mass

terms can be determined accurate enough from the ESMGFZ model combination as well as from
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an average of all satellite based ∆C20 solutions to attribute the mismatch between modeled and

observed seasonal ∆LOD excitation clearly to the modeled motion terms. Especially ECMWF tends

to underestimate strong atmospheric winds by -7%.

The conclusion of underestimated atmospheric winds is also supported by several studies com-

paring upper air wind predictions from numerical weather models with commercial aviation data.

Applying a constant multiplier (presently set at 1.04) to the wind speeds forecasted by the Met

Office the flight time errors are best minimized. Likely, assimilation systems used at the major

weather operational centers (e.g. ECMWF, NCEP) tend to smooth sharp gradients, especially

near the strong jets, resulting in too weak jet streaks by -5% to -9% (Cardinali et al., 2004).
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ABSTRACT. Since the 1980’s it is very well known that the El Niño Southern Oscillation (ENSO)

event involves a large atmospheric excitation that induces changes of the Earth rotation rate at

inter annual scales. In return, ENSO is the trigger of atmospheric teleconnections affecting the

global atmospheric circulation. In this work we analyze the regional behavior of the anomalies in

the motion terms of the axial component of the Atmospheric Angular Momentum (AAM) taking

into account the teleconnections between the ENSO 2015-16 event and other expected regional

phenomena. In this way we attempt to confirm previous results that classify this ENSO episode as

mixed behavior (i.e. EP and CP type of El Nio ).

1. INTRODUCTION.

The austral summer 2015-2016 was unusual and particularly active for the Pacific ocean and

the tropical Pacific atmosphere. An El Niño event took place and it has been recorded as one of

the most intense (Lambert et al., 2017). Moreover, almost simultaneously, there was an anomaly

in the stratospheric Quasi Biennial Oscillation (QBO) (Newman et al. 2016).

ENSO is defined as the most conspicuous interannual variability of the Earths climate system

(Yeh et al., 2018). During the canonical El Niño (EN) conditions the easterly trade winds are

weakened and the westerly winds increases and as a result the surface of the tropical Pacific ocean

gets warmer than usual. Consequently, this effect is linked with the raise in the wind terms (also

called motion terms) of the AAM causing that the rotation of the Earth becomes slower and the

length-of-day (LOD) increases (Chao, 1989, Dickey et al, 2007). On the opposite, during La Niña

(LN) the easterly winds blow stronger than normal in the tropical Pacific resulting in a lower than

normal Sea Surface Temperature (SST) over the area (Yeh et al., 2018). This event is then related

with an acceleration in the speed of the Earth’s rotation, i. e. a shortening of LOD (de Viron and

Dickey, 2014).

Since 2005 several studies (see Ren and Jin, 2011 for a brief) addressed the existence of two

types of EN that can be classified according to the resultant interaction with the tropical Pacific

ocean: the Eastern Pacific (EP) and the Central Pacific (CP) type.

During an EP type El Niño the atmospheric pressure gradient is caused by the high pressure

system present over the eastern Pacific Ocean and a low pressure system over Indonesia. This

causes that the tropical Pacific ocean interacts with the atmospheric Walker circulation. The EP

events were the first characterized and therefore named ”canonical El Niño”.

In a Central Pacific type event the Pacific Ocean interacts with the Hadley circulation. As a

result the air rising near the Equator, flows poleward at a height of 10-15 kilometers and descends

about 30◦ latitude, returning then equatorwards near the surface. This CP type of EN event is

also named a El Niño Modoki or Dateline El Niño.

On the other hand, the QBO is an event in the tropical lower stratosphere (about 18-30 km

in altitude) that controls the zonal mean wind variability and changes the downward descending
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easterly and westerly zonal winds with an approximate period of 28 months (Baldwin et al., 2001).

Since the 80s (see Gross, 2007 and references therein) it is very well known that ENSO excites

noticeable interannual variations on LOD and these are caused by changes in the AM of the zonal

winds. Besides that, Dickey et al. (1994) studied the ENSO 1982-83 and analyzed a stratospheric

AAM time series obtained by integrating (100-50 mbar) data from numerical weather models. The

authors asseverate that the wind terms of the stratospheric AAM account for about 20 % of the

LOD variance relative to the atmosphere below 100 mbar. More recently Zhou et al. (2008) not

only confirmed that the wind terms dominate the intraseasonal variation of the Earth rotation but

also confirmed that the stratospheric wind contribution is just about 20 % of the tropospheric

AAM wind term.

Recently some authors had linked the stratospheric QBO with ENSO although these links are

neither direct nor linear. In 2017, Barton and McCormack linked the abnormal QBO 2015-16 with

the ENSO phenomenon 2015-2016, that turned out to be one of the strongest events registered.

One year before Newman et al. (2016) reported the anomalous feature in the QBO during the

Northern Hemisphere winter of 2015-2016. The expected downward propagation of the westerly

phase of the stratospheric winds was modified and there was an anomalous upward displacement

from 30 hPa to 15 hPa. This happened in QBO for the first time since 1980.

In view of the above, we recently investigated the influence of the QBO anomaly detected

during the El Niño event 2015-2016 on the observed Earth rotation rate and the associated AAM

(Fernandez and Bhm, 2019). The results indicated that, even taking into account this anomaly,

the stratospheric contribution remains not powerful enough to justify the LOD anomalies but the

tropospheric contribution of the combined ENSO effect does, as expected.

On the other hand, De Viron and Dickey (2014) studied the different types of ENSO (EP

and CP) and their influence on LOD variations. They conclude that the EP kind of ENSO is

more than twice as large as CP and that explains the different impact of the ENSO events on

Earth rotation. Lambert et al, (2017) asseverated that although the three extreme ENSO events

(1982-83, 1997-98 and 2015-16) produced comparable answers in LOD excitations (near 1 ms.),

the ENSO 2015-16 is a mix kind EP-CP.

In this study we seek to regionally characterize the contributions of the anomalies in the at-

mospheric angular momentum and its relationship with the teleconnections triggered by the ENSO

2015-16 event, taking into account that these connections are different depending on whether it

is an EP or a CP event.

2. DATA AND METHOD.

In order to characterize the ENSO 2015-16 event we used the indexes ONI, N3 and N4. They

are provided by the Earth System Research Laboratory of the NOAA Climate Prediction Center

(https://www.cpc.ncep.noaa.gov/data/indices/).

Table 1: The Oceanic Niño Index (ONI) provided by the Climate Prediction Center (CPC), National

Weather Service, USA. Values are computed as a 3-month running mean of SST anomalies in the

Niño 3.4 region.

Year DJF JFM FMA MAM AMJ MJJ JJA JAS ASO SON OND NDJ

2015 0.6 0.6 0.6 0.8 1.0 1.2 1.5 1.8 2.1 2.4 2.5 2.6

2016 2.5 2.2 1.7 1.0 0.5 0.0 -0.3 -0.6 -0.7 -0.7 -0.7 -0.6

The Oceanic Niño Index (ONI) is used to identify and distinguish El Niño (warm) and La Niña

(cool) events in the tropical Pacific. It is the running 3-month mean Sea Surface Temperature

anomaly for the Niño 3.4 region (5◦N5◦S, 170◦-120◦W) (Kousky and Higgins, 2007). In general,
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El Niño is characterized by a positive ONI greater than or equal to +0.5◦C while La Niña events

have a negative ONI less than or equal to -0.5◦C.

El Niño 3 (N3) and El Niño 4 (N4) indexes correspond to the values of the SST at the Nio 3

(5◦N-5◦S, 150◦-90◦W) and Nio 4 (5◦N-5◦S, 160◦E-150◦W) areas respectively. By using N3 and

N4, one could built NCP and NEP (Ren and Jin, 2011) from which we can discern if it is an EP

or CP El Niño event.

NEP = N3− αN4

NCP = N4− αN3 (1)

where

α =

{
2/5

0 if N3.N4 < 0

In this study we used the Atmospheric Angular Momentum approach, it means that if considering

that the angular momentum of the system Earth is conserved, we estimated the Earth rotation

change. In this case: the change in the angular velocity of the Earth with respect to an inertial

frame (the variation to the length-of-day, LOD).

The AAM employed for this study was computed by using data from the operational analysis of

the European Centre for Medium-Range Weather Forecasts (ECMWF). Mass and motion terms

were calculated as volume integrals over pressure increments as described in Schindelegger et al.

(2011).

The axial components of the AAM can be written as:

AAMmotion
z =

∫ P surf

0

∫ π
2

− π
2

∫ 2π

0

r(θ, λ)3

g
u(P, θ, λ) cos2(θ) dλ dθ dP (2)

AAMmass
z =

∫ P surf

0

∫ π
2

− π
2

∫ 2π

0

r(θ, λ)4

g
cos3(θ) dλ dθ dP (3)

Let’s call Z(i , j, t) to the elements of AAM motion
z after performing the vertical integration from

surface till ∞. Then,

Z(i , j)
A

=
∑

tA

Z(i , j)

NA
(4)

where A = EN (El Niño), LN (La Niña) or N (Neutral); tA and NA refer to time and number

of values, respectively. Moreover, g is the mean gravity acceleration, θ and λ refers to latitude and

longitude; P is the atmospheric pressure and u are the zonal wind velocities.

Thus, the elements of the mean AAM motion
z anomalies are

∆ZEN(i , j) = Z
EN

(i , j)− ZN(i , j)

∆ZLN(i , j) = Z
LN

(i , j)− ZN(i , j) (5)

LOD series were taken from the International Earth Rotation and Reference System Service

(IERS) Earth Orientation Parameters (EOP) 14 C04 series. This multi-technique combined series

is publicly available at the IERS Earth Orientation Center web site

(https://datacenter.iers.org/eop.php).

LOD data (2010-2019) was evenly spaced, taking one sample every 7 days. Then, the time

series was processed to remove the effects of zonal tides, secular tidal breaking, post-glacial rebound
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and variations in the fluid core angular momentum (Lambert et al., 2017), as well as seasonal

variations (annual and semi-annual). Finally, a 5.9-year periodic function was estimated from a

longer LOD time series (1962-2019) and removed. The resultant LOD time series is named as

LOD ENSO.

Figure 1: LOD ENSO along with AAMz, the NEP and NCP anomalies.

3. RESULTS

Figure 1 shows the detrended length-of-day time series (LOD ENSO) along with AAMz, and

the EP and CP anomalies as defined by Ren and Jin (2011) for the period 2015-2016. Notice that

a value of NEP is almost 5 times larger than NCP during austral summer (maximum of ENSO

2015-16). We can also see that NEP is the biggest and NCP values are less than 0.5 during the

austral summer 15-16. Notice that, from Ren and Jin (2011), during a CP event NEP < 0.5.

These results emphasize the behavior of an El Niño canonical event.

Figure 2 shows the AAM motion
z anomalies computed from Eq. (5) for the period tEN = Jan 1,

2015- May 1, 2016 (top) along with the AAM motion
z anomalies for the period tLN = Aug 2, 2016-

Dec 31, 2016 (bottom). The correspondent periods for El Niño and La Niña were considered in

agreement to the values of ONI (see Table 1). May 2, 2016- Aug 1, 2016 is the neutral period.

From Figure 2 (top) the time averages of the axial AAM wind anomalies during El Niño shows

intense activity in Indonesia, North and South Atlantic ocean at mid latitudes and at the North

Pacific ocean including North Eurasia and partially North America. Most of these events are

expected as ENSO teleconnections without distinguishing between EP or CP El Niño (Yeh et al.,

2018). Focusing in the North Pacific this could be the result of the ENSO-like atmosphere-ocean

interactions linked to SST anomalies. Although such SST variabilities have a decadal timescale

(Pacific Decadal Oscillation, PDO; Interdecadal Pacific Oscillation, IPO), both effects (ENSO and

276



Figure 2: AAM motion
z anomalies during El Niño (top) and La Niña (bottom).

PDO/IPO) can be in phase or out of phase in association with the connection between atmospheric

effects around the Pacific basin (Yeh et al., 2018). At last, the results in the Atlantic and Indian

oceans also come from variabilities in the SST although they have another explanation. In figure

2 (bottom) we can see the axial AAM wind anomalies during La Niña. Notice that the scale is

1/3 smaller than the previous one. Here we can corroborate that there is not significant activity in

AAM from the winds during La Niña.

The secondary effects of the teleconnections are in precipitation and temperature changes

recorded in different parts of the planet. Because such effects are different depending on whether

it is a EP or CP type of El Niño, we emphasize that our conclusions are preliminary and much work

still needs to be done.

4. DISCUSSION

ENSO 2015-16 has been recorded as one of the three extreme events (Lambert et al., 2017),

but the literature does not converge when classifying it as clearly defined as EP type (e.g. see

Palmiero et al., 2017). Effectively, the recent work of Lambert et al., (2017) specifically studied

the influence of the atmospheric torques on Earth rotation for the ENSO 15-16 concluding that it

contradicts the expected behavior of the mountain torque for an intense EP type El Ninõ. ENSO

has been shown to have a strong impact on different parts of the planet through atmospheric

teleconnections. Such teleconnections are sensitive to the longitudes and different according to

the type of EN (Yeh et al., 2018). According to the same authors, such connections involve

changes in the regional pattern of surface temperature, precipitation and atmospheric circulation

outside the tropical Pacific, more specifically, on the North Pacific, the Indian and the Atlantic

Ocean.

Provided that we are analyzing the axial component of the motion terms of the AAM, we should

carefully study and characterize the resultant effect of such teleconnections on the atmospheric
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winds (atmospheric circulation, tropical cyclone activity, etc.) for well-known EP and CP El Niño

events.

Because these preliminary results are not conclusive some more work has to be done. Our next

steps will include an analysis of the differences between the teleconnections for some other EP and

CP events from global meteorological parameters, understanding their impact on the conservation

of the Earth’s total angular momentum.
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ABSTRACT. We used the grids of the ECMWF ERA-20C atmospheric global circulation model

to compute the atmospheric excitation and torques in the Chandler frequency band over 1900-2010.

We showed that (i) the atmosphere acts dominantly over Eurasia (via a mountain torque on the

Tibetan plateau and a large variability of the angular momentum over Western Siberia) with strong

bursts in the AAM around 1910, 1940 and the 1970s, and (ii) the mountain torque appears to be

correlated with North Atlantic modes (AMO, NAO, AO). The study suggests that the variability of

the Chandler wobble at decadal/multidecadal time scales is controlled by the North Atlantic/Arctic

system that acts mainly on the Tibetan mountains.

1. INTRODUCTION

The Earth’s Chandler wobble is a free rotational mode of the mantle associated with the Earth’s

ellipticity whose period is close to fourteen months in the rotating frame and amplitude is about 0.2

arcsecond, strongly variable. Its excitation mechanism has remained quite mysterious long after

its discovery at the end of the 19th century, until the development of atmospheric and oceanic

circulation models shed new lights. It is now admitted that the Chandler wobble is fueled through

continuous atmospheric and oceanic mass redistribution (Gross 2000; Brzeziński and Nastula 2002;

Bizouard et al. 2011). Most of the studies rely on the recent period covered by the standard global

circulation reanalyses released by the main climate center like the National Center for Environmental

Prediction/National Center for Atmospheric Research (NCEP/NCAR) or the European Center

for Medium-range Weather Forecast (ECMWF). However, the recent development of century

reanalyses, at least for the atmosphere, opens new perspectives on assessing the excitation of the

Chandler wobble, measured since 1860, by the Earth’s external fluid layers.

This work uses the ECMWF ERA-20C reanalysis data to assess the atmospheric contribution

to the Chandler wobble over the entire 20th century. Although we miss the oceanic contribution,

we nevertheless reveal the regional interactions between the atmosphere and the solid Earth as well

as possible impact of global climate oscillations.

2. DATA AND METHODS

We used grids of surface pressure, instantaneous north/eastward turbulent stress, zonal and

meridional wind speeds at 17 pressure levels between 10 and 1000 mBar as provided by the ECMWF

ERA-20C reanalysis (Poli et al. 2015) covering 1900-2010. Gridded values are directly monthly

means of 6-hourly model output. The spatial resolution was set to 2◦ × 2◦. From local values of

the variables, we obtained local values of the pressure and wind terms of the atmospheric angular

momentum (AAM) as well as mountain and friction torques following standard formulations (Barnes

et al. 1983; Huang et al. 1999). The mountain torque was computed using the orography of the

model. Then, to obtain the AAM and torques contained only in the Chandler frequency band, we

filtered AAM and torques in time domain by applying a Panteleev filter (Panteleev and Chesnokova
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Figure 1: Amplitudes and phases of the complex excitation and torques in the Chandler frequency

band.

2011) of bandwidth 35 days and central period 430.3 days. We removed 7 years of data at the

beginning and the end of the filtered series in order to account for edge filtering effects, thus letting

an effective period covering 1907-2003. The choice of the central frequency and the bandwidth is

debatable: we rely on previous studies using similar values (e.g., Zotov and Bizouard 2012; 2015)

and on the fact that the window should not be too large to avoid catching the premises of the

annual wobble.

The observed excitation was derived from the observed polar motion series taken at the In-

ternational Earth rotation and Reference systems Service (IERS) EOP C01 provided by the IERS

Earth Orientation Center (Bizouard et al. 2019). The excitation was derived following Wilson

(1985) and then filtered to keep only the signal in the Chandler frequency band.

Regarding climate indices, we searched for long datasets, resulting is some inhomogeneity

since the different series were generally based on different datasets. We retrieved the Atlantic

Multidecadal Oscillation (AMO) index from the Earth System Research Laboratory (ESRL) of

the National Oceanic and Atmospheric Administration (NOAA). It is derived from the Kaplan

extended sea surface temperature (SST) data set (Kaplan et al. 1998) and starts in 1856. The

Pacific Decadal Oscillation (PDO) was derived from the UKMO Historical SST data set for 1900-

81 and made available by the Joint Institute for the Study of Atmosphere and Ocean (JISAO),

University of Washington. We also considered the Southern Oscillation Index (SOI), the North

Atlantic Oscillation (NAO), the Arctic Oscillation (AO), and the Antarctic Oscillation (AAO), all

derived from the NOAA 20C reanalysis (Compo et al. 2011).

All time series were made consistent by resampling geodetic data and climate indices at the

epochs of the final AAM and torque series.

3. DISCUSSION AND CONCLUSION

The filtered time domain globally integrated quantities are shown in Figure 1. The atmospheric

excitation is dominated by the surface pressure with prominent activity in 1930, 1940, and 1995.

It is far insufficient to explain the observed geodetic excitation that shows large peaks in 1925 and

1945, letting a possible important contribution from the oceans but also for a deficiency of the

current atmosphere reanalysis. The mountain torques strongly dominates the total torque.

The Figure 2 represents the regression of the local excitation and torques onto their globally

integrated values (allowing to locate the regions that are the most representative of the global
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activity) and the Hovmoeller (time-latitude and time-longitude) diagrams (that allow to get a

time-domain view of the activity). The charts reveal the existence of ‘hot spots’ concentrating the

interaction between the atmosphere and the solid Earth. The surface pressure excitation is thus

dominated by Eurasia, consistently with a mountain torque essentially acting over the Himalaya and

the Tibetan plateau, fueled by meridional pressure gradients between Siberia and Southern Eurasia.

Strong bursts in this Eurasian excitation are observed circa 1910, 1940, and 1970. A relatively

important mountain torque is seen around the Antarctic plateau with an interannual variability.

Note that a strong mountain torque does not necessarily correspond to a high AAM, the latter

being the time integration of the former, a persistently (even moderately) high mountain torque is

relevant to lead to a high AAM. The wind AAM and friction torque pictures are consistent with

what one can expect from pressure patterns (e.g., strong surface wind and friction torque acting

at the west entry of the surface pressure pattern, i.e., over Western Europe) and are not shown

here.

Figure 2: (Top) Regression of the local pressure AAM and mountain torque onto the global pressure

AAM and mountain torque. (Bottom) Time-latitude and time-longitude (Hovmoeller) diagrams of

the surface pressure excitation and mountain torque.

The activity of the surface pressure and mountain torque being strongly localized, one could ask

whether their time variations are connected to local climate modes like, e.g., the various climate

modes inherent to the North-Atlantic/Eurasia system (NAO, AO, AMO). To test this hypothesis,

we computed the Pearson correlation coefficients r between various climate indices with global

surface pressure excitation and the mountain torque for several time lags (Table 1). One has
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to note that short time lag (say less than 10 years) might be understood as ‘no lag’ since the

Panteleev filtering acts as a smoothing window of about 7 years. The significance of the correlation

was evaluated using the null hypothesis that detrended series are independent AR1 processes (e.g.,

Anderson 1958) under which the sample value of the Fisher z-transformation of the correlation is

expected to differ from zero by a number s = z
√

DOF− 3 of standard deviations. Here, DOF is

the number of degrees of freedom and can be estimated as the ratio of the length of the series

to the length of the segment corresponding to the decorrelation time (itself deduced as the lag

for which the autocorrelation function decreases to 1/e). We highlight below the correlations with

small lags (here given in years) and Fisher s coefficient larger than 2, i.e., providing a probability of

rejection of the null hypothesis larger than 95%. Thus, we detected a possible connection of the

surface pressure excitation with the AAO and of the mountain torque with the NAO, the AO and

the AMO. These results are consistent with the finding of a mountain torque detected on the edge

of the Antarctic plateau and the surface pressure pattern found over Eurasia on the regression map

varying at interannual and multidecadal time scales, producing a strong mountain torque on the

Himalayan and Tibetan mountains. Note that the inconsistency between the climate indices (some

of them being dependent on another circulation model) and ERA-20C grids may lead to miss some

correlations or misestimate their statistical significance: ideally, the indices should be derived from

the ERA-20C data.

X Y

r Lag (yr) s r Lag (yr) s

Global Pressure Excitation

AAO 0.599 0.2 3.0 -0.365 -37.3 2.3

AMO -0.469 10.8 1.5 -0.380 9.4 1.1

AO -0.357 -15.4 1.7 -0.419 -25.3 2.0

NAO 0.235 -13.3 1.2 -0.387 2.3 2.0

PDO 0.489 26.8 2.2 0.415 17.9 1.5

SOI -0.320 26.6 1.7 -0.422 16.7 2.2

Global Mountain Torque

AAO -0.416 -4.3 2.0 -0.448 15.9 2.4

AMO 0.760 0.0 2.5 -0.420 15.8 1.2

AO -0.593 9.2 3.3 0.321 -37.2 1.3

NAO -0.469 8.9 2.6 -0.541 7.5 3.1

PDO -0.562 20.6 2.4 0.479 29.5 2.3

SOI -0.608 -19.5 4.2 -0.286 -24.4 1.3

Table 1: Pearson correlation coefficient r and optimal lag between the globally integrated surface

pressure excitation and mountain torque and various climate indices. The coefficient s represents

the Fisher z-score interpreted as a measurement of the significance of the correlation estimates.

In conclusion, our study suggests that the variability of the Chandler wobble at decadal and

multidecadal time scales is controlled by the North Atlantic/Arctic system that produces surface

pressure variations over Siberia and, as a consequence, a mountain torque on the Tibetan moun-

tains. Although never done over such a long period, this study remains partial since (i) no ocean

data were used and (ii) only one atmospheric circulation model was tested. It can be continued in

two directions. The first one is completing the atmospheric study with ERA-20C ensemble mem-

bers in order to evaluate a model error and introduce at least one other reanalysis, possibly from

an independent meteorological center (e.g., the NOAA-CIRES-DOE Twentieth Century Reanaly-

sis project; Compo et al. 2011). The second direction is to explore the recently released ocean

reanalyses (e.g., SODA, Carton and Giese 2008; ORA 20C, de Boisseson and Alonso-Balmaseda

2016) to test the closure of the AAM budget over an entire century. The comparison of the most
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consistent models with the observed polar motion excitation could lead to understanding the causes

of the historical minimum of the Chandler wobble in the 1920s (Guinot 1978) and assess whether

the current minimum (likely reached mid-2018) is due to the same reasons.
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ABSTRACT. On the basis of a numerical-analytical approach, the irregular effects of the oscil-

latory process of the Earth’s pole, associated with changes in the Chandler and annual component,

are investigated. An approach to the study of oscillatory processes in the motion of the Earth’s

pole is proposed on the basis of joint consideration of the Chandler and annual components of its

motion. Within the framework of this approach, a transformation to a new coordinate system has

been found, in which the in-phase motion of the pole and the precession of the lunar orbit are

shown.

1. INTRODUCTION

The trajectory of the motion of the pole at the Earth’s surface forms a spiral curve that is

traced out as the pole moves around its mean position. The drift of the mean pole has a long-

period and secular character represented by the coordinates (cx , cy ). The time dependence of the

pole coordinates can be represented by the superposition of the trend, the 433 day Chandler wobble

(amplitude ach, angular frequency ẇch), the annual term (amplitude ah, angular frequency ẇh), and

small-scale oscillations, as a rule, having an irregular or quasi-regular character. As a consequence

of the superposition of the Chandler and annual components, the radius of the trajectory varies,

on average, from 70 to 230 milliarcseconds (mas) with a period of approximately 6.45 years.

The irregular behavior of the main components, namely of the Chandler and annual oscillations,

is poorly understood. Of a significant interest are studies aimed at establishing the geophysical and

celestial-mechanical reasons for such behavior, and the construction of refined prediction models

for the EOP required for solving high-precision satellite navigation problems.

2. THE OSCILLATORY PROCESS OF THE EARTH POLE AT THE FREQUENCY
OF THE MOON’S ORBIT PRECESSION

We analyzed the variations of the main components of the polar oscillations by carrying out a

transformation of the coordinates of the pole in several steps. This transformation of the coordinate

system can be written in matrix form (Perepelkin et al, 2019) :

(
ξp
ηp

)
= Π(wch/h − w1)

[
Π(w1)

(
xp − cx
yp − cy

)
−
(
a0
0

)]
, (1)

where wch/h and w1 are uniformly increasing angles at the frequencies ẇch/h and ẇ1 determined

by the set of relations

ẇch/h =

{
ẇh, if ah < ach,

ẇch, if ah > ach,

ẇ1 =

{
ẇch, if ah < ach,

ẇh, if ah > ach,
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ẇch = 2π(0.84÷ 0.85)ω∗, ẇh = 2πω∗.

Here ω∗ is the yearly frequency.

In (1) Π is a planar rotation matrix , a0 the mean amplitude of the oscillations of the pole

about its mean position (i.e., without the trend), cx and cy represent the mean position of the

pole and contain constants, secular terms, and variations with periods exceeding six years, and

ẇch/h − ẇ1 = ±νT is the frequency of the six-year cyclic motion of the pole.

Figure 1: Comparison of the polar angle variations δϕ (bottom line) with the oscillations along the

equator of the point of intersection of the lunar orbit and the equator (upper line), constructed

using the lunar ephemeris.

We can illustrate oscillations of the Earth’s pole synchronous with the precessional motion of

the lunar orbit in the new coordinate system (ξp, ηp), and determine the regular component of the

phase variations δϕ.

In Figure 1 the polar angle δϕ is compared with the oscillations of the intersection point

between the equator and the lunar orbit. The units of the oscillation amplitudes are radians, and

τ is time in standard years. In the new coordinate system, it is possible to illustrate synchronous

oscillations of the Earth pole with the precessional motion of the Moon orbit and to determine the

regular component of the δϕ phase variation, which makes it possible to use lunar ephemeris when

predicting additional terms in the model of Earth pole motion.

3. CONCLUSION

Based on the results of our numerical simulations and model verification on various time inter-

vals, we conclude that, when the stability of the oscillations of the Earth’s pole with a frequency

close to the precessional frequency of the lunar orbit is preserved, the terms added to the model

enable an enhancement of the precision with which the position of the Earth’s pole can be predicted

by, on average, 30 cm at horizon intervals from two to eight years within a single oscillatory regime

for the pole (before the change in the oscillation frequency of the additional harmonics).
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ABSTRACT. The Earth’s climate, past, present, and future, is one of the most important topics

of our time. The Coupled Model Intercomparison Project (CMIP) is a global effort to gather

outputs of climate models from numerous institutions worldwide, built on common experimental

design with standardized target quantities. We investigate the historical and predicted evolution

of two such variables, namely the eastward zonal wind velocity and the surface temperature, with

the aim of deriving connections between global warming (under different scenarios) and long-term

variations in the Earth rotation speed. Axial atmospheric angular momentum functions and trends

thereof were calculated from one model of CMIP phase 6 and compared to results from a previous

work that used a CMIP5 model. Both studies reveal an increase in axial atmospheric angular

momentum (with the magnitude depending on the assumed scenario), which would result in a

corresponding slowing of Earth rotation.

1. INTRODUCTION

The Coupled Model Intercomparison Project (CMIP) is an initiative of the World Climate

Research Programme with the aim of understanding past and future climate changes due to natural

variability or in response to changing radiative forcing. A variety of different groups and Earth

system models from research groups all over the world are contributing to the ongoing CMIP phase

6 (Eyring et al., 2016). Such models relate to physical variables of the atmosphere, ocean, and

other climate elements.

In this paper we identify models and experimental designs (as available) common to the previ-

ous version (CMIP5) and to CMIP6 and show the differences between the project phases. Both

CMIP phases use the so-called Representative Concentration Pathways (RCP) to simulate future

greenhouse gas concentration trajectories in terms of a possible rate of radiative forcing values

leading up to the year 2100, and may be related to socioeconomic factors. Our main focus is on

the comparison of trends in zonal winds and axial angular momentum functions derived from global

wind fields associated with different model runs from historical times to the future centuries.

2. CMIP phase 6

The current phase CMIP6 differs from the predecessor CMIP5 in several points. First, a new

generation of climate models has come into operation. Second, since time has advanced, the

starting year for the future simulations is 2015 instead of 2006. Third, a new set of scenarios of

concentrations, emissions, and land use was defined. And finally, a more federated structure was

adopted, building on an ensemble of CMIP-Endorsed MIPs.

For this work we employed data produced in the frame of the so-called ScenarioMIP, which

is one of the CMIP6-Endorsed MIPs with the mission to provide multi-model climate projections

based on alternative scenarios of future emissions and land use changes produced with integrated

assessment models (ONeill et al., 2016). In CMIP5 the RCPs were used as a basis for the climate

projections. Within CMIP6 the climate projections are driven by a new set of emissions and land
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use scenarios evolving from a combination of revised future pathways of societal development, the

Shared Socioeconomic Pathways (SSPs) and the RCPs (RCPs are identified by radiative forcing

levels of X.X W/m2 in 2100).

The most important scenarios of CMIP6 are briefly described in the following with the corre-

sponding scenarios from CMIP5 given in braces, if applicable:

• SSP1-2.6 (RCP26) Sustainability Taking the Green Road: multi-model mean of less than

2 degrees Celsius warming by 2100 expected, substantial land use change (increased global

forest cover), low forcing.

• SSP2-4.5 (RCP45) Middle of the Road: combines intermediate societal vulnerability with

intermediate forcing level.

• SSP3-7.0 Regional Rivalry A Rocky Road: new in CMIP6, substantial land use change

(decreased global forest cover), high NTCF (Near-Term Climate Forcers) emission.

• SSP5-8.5 (RCP85) Fossil-fueled Development Taking the Highway: strong economic and

social developments, exploitation of abundant fossil fuel resources, adoption of resource and

energy intensive lifestyles.

3. DATA AND RESULTS

The CMIP6 variables eastward zonal wind and surface temperature were used for the present

investigation. CMIP6 is an ongoing effort, and at the time of the preparation of this work, these

variables were available in terms of historical simulations and identified scenarios only for a few

models, from which we chose the GFDL-ESM4 of the US National Oceanic and Atmospheric

Administration (NOAA). We calculated trends in the zonal mean zonal wind fields at each pressure

level, with pressure decreasing locally by height (19 levels from 1000 to 1 hPa). The trends from

CMIP6 are shown in Figure 1 for the historical simulation and the four scenarios listed above.

Figure 1: Trends in zonal means of zonal wind [m/s/century] from CMIP6 ScenarioMIP, model

GFDL-ESM4 (John et al., 2018; Krasting et al., 2018), x-axis: latitude [degrees], y-axis: pressure

[hPa].

In order to illustrate the relation with global warming, the trends in surface temperature for

each grid point are presented in Figure 2.

Axial atmospheric angular momentum functions (AAMF) χ3 were derived using the angular

momentum approach (with vertical integration from 1hPa to 1000 hPa) to study the integral

effect of changing zonal winds based on different scenarios. The resulting AAMF and trends for

the GFDL-ESM4 model are shown in Figure 3. For comparison Figure 4 displays the AAMF and

trends corresponding to a different model from CMIP5, which were obtained in a previous study by

Salstein et al. (2012).
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Figure 2: Trends in surface temperature [degrees Celsius/century] from CMIP6 - ScenarioMIP,

model GFDL-ESM4.

Figure 3: Axial atmospheric angular momentum functions χ3 and trends from CMIP6 Scenario

MIP, model GFDL-ESM4.

4. CONCLUSION

We can confirm a clear relationship between the rise in global temperature, and its geographic

distribution, and the areas with increasing wind speed, leading to an increase in axial AAM (equiv-

alent to an increase in length of day/slower rotation). More intense greenhouse gas emission

scenarios would lead to slower terrestrial rotation.

The most important layers in terms of excitation of length of day are located in the upper

atmosphere (around 100 hPa), in tropical to subtropical latitudes. Mean trends in zonal means

of zonal wind are very similar from CMIP5 and CMIP6 in this respect (the picture for CMIP5 is

not included in this paper but in the associated poster, which can be downloaded from https://

syrte.obspm.fr/astro/journees2019/).

The course of the AAMF over the 21st century from CMIP6 is somewhat different from that

of CMIP5, whereas the overall trends and results in 2100 are again similar.

Global atmospheric angular momentum units increase from around 3.1 × 10−8, in excitation

units now to around 3.4× 10−8 units in the year 2100 in the highest scenarios runs, approximately

a 10 percent increase in overall relative axial angular momentum of the atmosphere.

The wind terms from CMIP6 show an offset with respect to the CMIP5 estimates, which is
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Figure 4: Axial atmospheric angular momentum functions χ3 and trends from a CMIP5 model

(Salstein et al., 2012).

likely due (at least in part) to differences in the vertical integration limits, but needs to be further

investigated.
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ABSTRACT. We present here the new planetary ephemeris INPOP19a for the orbits of the 8

planets of the solar system, the moon, Pluto as well as 14000 asteroids. It is fitted over about

155000 planetary observations including 9 positions of Jupiter deduced from the Juno mission, an

extension of the Cassini data sample from 2014 to 2017 for the Saturn orbit and of the MEX data

from 2016.4 to 2017.4 for the Mars orbit. The asteroid orbits were fitted on the almost 2 millions

of observations obtained by the GAIA mission and delivered with the DR2. Finally a new bayesian

procedure for the computation of the masses of 343 main-belt asteroids has been applied and leads

to an important improvement in the accuracy of the Mars orbit and of its extrapolation capabilities.

INPOP19a is available on www.imcce.fr/inpop.

1. INPOP19A : THE NEW PLANETARY EPHEMERIDES

1.1 Update of the data sample In this new ephemeris, the nine first perijove of Juno around

Jupiter have been included improving the accuracy of the Jupiter barycentric orbit. Furthermore

with the end of the Cassini mission in 2017, a new analysis of the data used for the navigation

and for the radio experiment was proposed in order to benefit from the best knowledge in terms of

gravity field and Cassini orbital systematics accumulated over the mission duration. In this context,

new positions deduced from an independent analysis of Cassini data were obtained and taken into

account into the INPOP construction, expending the time coverage for the Cassini data sample

from 2014 to 2017. The full dataset used for the INPOP19a adjustment is presented in Table 1.

In this table are given the periods of each data sample as well as the number of observations and

their average accuracies. The last two columns give the weighted root mean square (WRMS) for

each data sample estimated with INPOP19a and INPOP17a.

1.2 Postfit residuals and comparison to INPOP17a

The last two columns of Table 1 give the WRMS of the post-residuals obtained for INPOP19a

and INPOP17a. As it can be seen the improvement is clear for Jupiter, Saturn and Mars.

For Mars, as explained in section and in (Fienga et, 2019), the gain in postfit residuals is

significant, in particular for the MRO/MO residuals and is due to i) an improvement in the solar

plasma correction ii) and mainly to a new method for constraining asteroid masses perturbing

the Mars orbits. For MRO/MO, INPOP19a improves INPOP17a residuals by 44% on a common

interval of fit.

For Jupiter the improvement is obviously brought by the Juno tracking data. It reaches 2 order

of magnitude: from about 2 km for INPOP17a to 20 m for INPOP19a in keeping good residuals

for the other flybys obtained between 1975 to 2001.

For Saturn, the prolongation of the data set from 2014 to 2017 was crucial to identify the
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Table 1: INPOP19a data samples used for its adjustment. The columns 1 and 2 give the observed

planet and an information on the source of the observations. Columns 3 and 4 provide the number

of observations and the time interval, while the column 5 gives the a priori uncertainties provided by

the space agencies or the navigation teams. Finally in the last two columns, are given the WRMS

for INPOP19a and INPOP17a.

Planet / Type # Period Averaged WRMS

Accuracy INPOP19a INPOP17a

Mercury

Direct range [m] 462 1971.29 : 1997.60 900 0.95 0.96

Messenger range [m] 1096 2011.23 : 2014.26 5 0.82 1.29

Mariner range [m] 2 1974.24 : 1976.21 100 0.37 0.78

Venus

VLBI [mas] 68 1990.70 : 2013.14 2.0 1.13 1.178

Direct range [m] 489 1965.96 : 1990.07 1400 0.98 0.98

Vex range [m] 24783 2006.32 : 2011.45 7.0 0.93 0.93

Mars

VLBI [mas] 194 1989.13 : 2013.86 0.3 1.26 1.16

Mex range [m] 30669 2005.17 : 2017.37 2.0 0.98 3.37

2005.17 : 2016.37 2.0 0.97 1.26

MGS range [m] 2459 1999.31 : 2006.70 2.0 0.93 1.31

MRO/MO range [m] 20985 2002.14 : 2014.00 1.2 1.07 1.91

Jupiter

VLBI [mas] 24 1996.54 : 1997.94 11 1.01 1.03

Optical ra/de [arcsec] 6416 1924.34 : 2008.49 0.3 1.0 1.0

Flybys ra/de [mas] 5 1974.92 : 2001.00 4.0/12.0 0.94/1.0 0.58/0.82

Flybys range [m] 5 1974.92 : 2001.00 2000 0.98 0.71

Juno range [m] 9 2016.65 : 2018.68 20 0.945 116.0

Saturn

Optical ra/de [arcsec] 7826 1924.22 : 2008.34 0.3 0.96/0.87 0.96/0.87

Cassini

VLBI ra/de [mas] 10 2004.69 : 2009.31 0.6/0.3 0.97/0.99 0.92/0.91

JPL range [m] 165 2004.41 : 2014.38 25.0 0.99 1.01

Grand Finale range [m] 9 2017.35 : 2017.55 3.0 1.14 29.0

La Sapienza range [m] 614 2006.01 : 2016.61 6.0 1.01 2.64

Uranus

Optical ra/de [arcsec] 12893 1924.62 : 2011.74 0.2/0.3 1.09 / 0.82 1.09 / 0.82

Flybys ra/de [mas] 1 1986.07 : 1986.07 50/50 0.12 / 0.42 0.42 /1.23

Flybys range [m] 1 1986.07 : 1986.07 50 0.92 0.002

Neptune

Optical ra/de [arcsec] 5254 1924.04 : 2007.88 0.25/0.3 1.008 / 0.97 1.008 / 0.97

Flybys ra/de [mas] 1 1989.65 : 1989.65 15.0 0.11 / 0.15 1.0/1.57

Flybys range [m] 1 1989.65 : 1989.65 2 1.14 1.42
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contribution of TNOs into the perturbations to be applied on the Saturn orbit. Furthermore the

introduction of data obtained between 2006 and 2016 and analyzed independently from JPL is

also very important to confirm that these data obtained in between 2006 and 2007 have to be

taken into account in the adjustment with a high level of weighting. The improvement between

INPOP17a and INPOP19a is of a factor 30 for the Grand Finale and 2.6 for the period between

2006 and 2016.

2. ASTEROID MASSES

As described in (Fienga et, 2019), we combine knowledge of the physical properties of aster-

oids by spatial or ground-based surveys, in particular spectral classes, to planetary ephemerides

determinations of masses in order to enlarge the set of estimated asteroid masses and study their

consistency with the spectral classes of the asteroids. For the mass determination, we use a con-

strained least square method based on the BVLS (Bounded Values Least Squares) algorithm from

(Lawson and Hanson, 1974) which limits the fitted parameters to given intervals. Bounds have

been selected according to the parameters of the fit: for asteroid masses, the lower bounds and

the upper bounds are chosen according to the a priori masses and the a priori uncertainties deduced

from the literature. The selection of 343 asteroids perturbing the planetary orbits is done based on

the method of (Kuchynka and Folkner, 2014) and (Folkner et al. 2014). For defining the bounds,

we separate the sample in the three taxonomic complexes C, S, and X according to the spectral

informations extracted from the M3PC data base (mp3c.oca.eu). A priori uncertainties on the

initial guess values for the masses are deduced by considering random sampling of the density un-

certainties and by including the 3−σ diameter uncertainties to the density lower bounds and the

upper bounds. A detailed description of the method is given in (Fienga et, 2019). In Figure 1 are

compared the densities obtained with INPOP19a and those deduced from INPOP17a and DE430.

As one can see, the INPOP19a density distribution is far more realistics : when INPOP17a and

DE430 may obtained densities up to several tens of g.cm−3, the maximum density obtained with

INPOP19a is of about 6 g.cm−3. Furthermore the INPOP19a distribution in term of taxonomic

complexes is also closer from expected than the one of INPOP17a and DE430. At the end 103

asteroids have their masses determinated with INPOP19a with an accuracy better than 30 %.

Figure 1: Comparisons between INPOP19a (Case E), INPOP17a and DE430. The x-axis gives the

diameters in kilometers and y-axis indicates the densities in g.cm−3.

3. GAIA DR2 ASTEROID ORBITS

In 2013, was launched the astrometric satellite GAIA. Among observations of about 1 billion

of stars with an accuracy down to 24 µarcseconds, the satellite also observed objects in the solar

system. In 2018, were released positions and velocities of about 14 099 known Solar System objects
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Figure 2: Density plot of the residuals in the (AL,AC) plane given in mas before and after the

adjustment of the initial conditions. The colorbar and the axis range were chosen to be directly

comparable with Figure 19 of (Gaia collaboration, 2018)

mainly main belt, Near-Earth and Kuiper belt asteroids based on nearly 2 millions observations.

The positions were acquired in the GAIA specific coordinates AL and AC as described in (Gaia

collaboration, 2018) with an optimal range of brightness G=12-17 where the accuracy in the AL-

direction reaches the milliarcsecond (mas). As the error on AC remains considerably larger, the

information provided by GAIA is essentially one dimensional. These particular features give rise to

very strong correlations between right ascension and declination coordinates given in the barycentric

reference system (BCRS) and have to be fully taken into account during the orbit determination

process. 14099 orbits have then been integrated with INPOP together with the planetary and

moon orbits. We fit these orbits to the GAIA data in using the correlation matrix provided by

the DPAC. We did not fit the planetary orbits together with the asteroid orbits but we iterate the

procedure in order to include the asteroid orbital improvements brought by the GAIA observations

to the computation and the adjustment of the planet orbits. In order to integrate the motion

of 14099 orbits in a reasonable time, we included the perturbations of the Sun and of the main

planets but in a newtonian formalism and in taking into account only a reduced number of the

biggest asteroids that can have an influence on the other asteroid orbits. For a sake of comparison,

we chose the same list of perturbing asteroids (16) as in (Gaia collaboration, 2018). However,

after testing different alternative lists of perturbers, due to the limited interval of time covered by

the GAIA data (22 months), no differences are noticeable on the residuals after the fit. Figure 2

presents the residuals obtained before and after the fit of the 14099 asteroids in using INPOP19a.

The obtained results are very similar to those published by (Gaia collaboration, 2018). The mean

and the standard deviation of the residuals after the adjustment are respectively 0.08 and 2.13

mas in AL direction (compared to 0.05 and 2.14 in (Gaia collaboration, 2018)). 96% of the AL

residuals fall in the interval [-5,5] mas and 53% are at sub-mas level. 98% of the AC residuals fall
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in the interval [-800 800] mas.

4. CONCLUSION

The INPOP19a planetary ephemeris is available on the IMCCE website www.imcce.fr/inpop

with different formats: spice, calceph and the old JPL binary. A detailed documentation is also

provided.
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ABSTRACT. The joint publications of the U.S. Naval Observatory and Her Majesty’s Nautical

Almanac Office have integrated the Mallama & Hilton (2018) algorithms to improve planetary

apparent magnitude and surface brightness values. Prior calculations were based on algorithms

from the 1960s, except for Mercury and Venus (Hilton 2005). Physical ephemeris predictions are

required for factors such as identification, exposure estimates, and offset between center-of-light

and center-of-object. These improved algorithms will first appear in The Astronomical Almanac

for 2021 and Astronomical Phenomena for 2022. The uncertainty in the V magnitude predictions

ranges from 0.02 mag for Uranus to nearly 0.2 mag for Mars. There is room for improvement, and

work is underway to further enhance these magnitude ephemerides is discussed. Renewed interest

in planetary magnitude theory has implications for predictions of the characteristics of exoplanets

and space navigation.

1. INTRODUCTION

Prediction of the apparent magnitudes and surface brightness of solar system bodies are required

for factors such as identification, exposure estimates, and offset between center-of-light and center-

of-object. Renewed interest in physics behind planetary magnitude has implications for predictions

of the characteristics of exoplanets for missions such as HabEx (2019) and space navigation.

The joint publications of the U.S. Naval Observatory and Her Majesty’s Nautical Almanac Office

The Astronomical Almanac and Astronomical Phenomena provide these data. The algorithms used

to predict the apparent magnitudes were, until recently, primarily drawn from Harris (1961). Hilton

(2005) supplied the algorithms for Mercury and Venus. And the value V (1, 0)1 for Jupiter was

drawn from Irvine et al. (1968).

The Harris algorithms were entirely empirical and ignored variations arising from albedo mark-

ings on the surfaces of Mercury and Mars. The predicted apparent magnitude for Mars had an

uncertainty in V of about 0.3 mag. The uncertainty for the other planets was on the order of

0.1 mag. The large uncertainties made the predictions poor for planning purposes, and using em-

pirical formulae, ignoring the physical properties of the planets made these algorithms useless as

guides for applications to exoplanets.

2. NEW ALGORITHMS FOR THE ASTRONOMICAL ALMANAC

The 2007 edition of The Astronomical Almanac introduced the Hilton (2005) algorithms for

predicting the apparent magnitudes of Mercury and Venus. Previous predicted apparent magnitude

values for these planets were particularly inaccurate. The inferior positions of these two planets have

made accurate photometric observations difficult because they must be made against a background

that varies in both space and time. Figure 1 illustrates the problem. Modern data taken from CCD

and spacecraft observations are compared to the older data referenced by Harris. At small phase

1The body’s apparent magnitude when it is 1 au from the Sun, 1 au from the observer, and at a phase angle of

0◦.
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angles there is an offset of about 0.1 mag and there is a nonlinear trend maximizing at difference

of about 0.4 mag at a phase angle of 120◦.

Figure 1: The (O – C)s for the modern CCD (Schmude) and spacecraft (LASCO) data and the

older Danjon (1949) data. The predicted values were calculated using the Mallama & Hilton (2018)

algorithm.

Starting with the 2021 edition of The Astronomical Almanac all of the prediction algorithms will

be replaced with those from Mallama & Hilton (2018). Table 1 gives the 1 σV uncertainties in the

predicted apparent V magnitudes for these algorithms. Both Mercury and Mars have significant

albedo markings. The algorithm for Mars attempts to correct for these (see § 2.1.), but no

correction has been applied for Mercury. Venus has a glory near inferior conjunction (see § 3.1.)

that was not incorporated into its algorithm.

2.1 Mars

Mars is still a significant problem. It is not clear that the current parameterization of Mars’

algorithm is optimal. It contains terms to account for Mars’ variation with sub-Earth longitude and

season. The seasonal term includes changes such as changes in the size of its polar caps and cloud

cover. It also accounts for changes in its sub-Earth latitude. The rate of change with longitude is

variable and may be as great as 0.039 mag hr−1 in V . The rate of change of the seasonal term

also varies greatly. Its maximum rate of change is only 0.0042 mag day−1 in V . The difference in

the rates of change is primarily caused by the large difference in the rate of change of the angular

velocity of rotation, 350.◦8 day−1, compared to Mars’ tropical year angular motion, 0.◦524 day−1.

The variations in magnitude are similar for the two terms. The difference between the minimum

and maximum rotational magnitudes is 0.11 mag, and the difference for the seasonal magnitudes

is 0.14 mag.

The tabular interval for the apparent magnitude of Mars in The Astronomical Almanac is four

days, 3.8986 martian sidereal rotations. Thus the sub-Earth longitude at the tabulation interval is
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Planet σV
Mercury 0.079

Venus 0.069

Mars 0.074

Jupiter 0.042

Saturn (planet and rings) 0.042

Saturn (planet alone) 0.244

Uranus 0.024

Neptune 0.034

Table 1: Standard deviation uncertainties of the revised predictions for apparent V magnitudes of

the planets.

slowly regressing on average. This regression could give the user a false idea of how Mars’ apparent

magnitude changes, so the sub-Earth longitude correction will not be included in the tabulation but

will likely be included in other products with a finer time resolution.

Mars also has major dust storms that can obscure its entire disk and reduce its apparent V

magnitude by up to 0.2 mag. These dust storms can also reveal and conceal albedo markings

making semi-permanent changes in its albedo as a function of sub-Earth longitude and latitude.

3. FUTURE WORK

A predicted value accurate to 0.1 mag is likely adequate for planning purposes. However, the

algorithms for Mars and the ball of Saturn alone do not meet this modest goal and the algorithms

for Mercury and Venus are require an accuracy of 0.03 mag for our products. Improving the

predictions will require developing improved algorithms, which will require knowledge of the light-

scattering physics of the surfaces and/or atmospheres of the individual planets as input.

3.1 Exo-planets

Another aspect is the planets of the solar system can serve as a testbed for direct observation

of exoplanets, e.g. HabEx (2019). Too little light is received to make spectroscopy or spectropho-

tometry possible. Leaving wideband photometry as the best tool to learn about their atmospheres.

For example, the uncertainty in the predicted apparent magnitude of Uranus is 0.02 mag in

V . The algorithm for predicting its apparent magnitude is a function of the observer’s sub-Earth

latitude. Spectroscopy of Uranus shows that the proportion of methane in its atmosphere is a

function of latitude and is the source of its change in apparent V magnitude.

Venus is another good example where incorporating our detailed knowledge of a solar system

planet can lead to better understanding of an exo-planet through wideband photometry. Sulfuric

acid droplets in its atmosphere contribute to two phenomena:

• First, excess light is scattered towards the observer at large phase angles resulting in an

increase in its apparent magnitude at phase angles between about 165◦ and 172◦.

• Second, a glory is observed at phase angles less than about 10◦. Figure 2 is an example

of a glory arising from water droplets viewed from an airplane. The physics of a glory are

similar to that of a rainbow. Light is scattered away from a phase angle of 0◦ resulting in a

wavelength dependent deficit at very small phase angles as opposed to a surge in the apparent

magnitude.

The existence of the glory was only recently appreciated (Garćıa Muñoz et al. 2014), and the new
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Figure 2: A glory arising from cloud water droplets. Photo credit: Brocken in a glory - Own work,

CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=2204135.

algorithm does not model it. A better algorithm including the glory should be able to significantly

reduce the (O – C)s in Venus’ V magnitude.

3.2 Other Wavelengths

The ability to predict the apparent magnitudes of the planets in other bands, particularly the

near infra-red is significantly worse. The uncertainty in the apparent magnitudes of the outer

planets is about 0.05 mag in R and 0.06 mag in I. The primary obstruction to improvement in

these bands is insufficient data rather than the algorithms. There are insufficient data for Mercury,

Venus, and Mars in R and I to provide even preliminary predictions.
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ABSTRACT. Constraints on the interior structure of the Moon are revisited using gravity data

from GRAIL, topography data from LRO-LOLA, Apollo seismic data and Lunar Laser Ranging

data. Here, we present recent results obtained by Viswanathan et al. (2019) on the determination

of the size and shape of the lunar fluid core through these dataset.

1. INTRODUCTION

Our Moon is one of the most studied objects in the Solar system; we benefit from chemical,

geophysical, and geodetic observations achieved by multiple Earth ground-based telescopes, orbital

and in situ missions. However, its deep interior properties remain a puzzle because the lunar core

is very small, implying weak signature in the observational data set. This paper focuses on the

description of a new lunar core rotational model included in INPOP (Viswanathan et al.2019) and

used to provide a determination of the radius and geometry of the lunar core-mantle boundary

(CMB) from the LLR observations. The obtained CMB radius is in full agreement with one

seismological model Garcia et al.2011).

2. LLR AND GRAIL OBSERVATIONS

The Moon’s rotation is now measured with a remarkable accuracy of few milli-arcseconds thanks

to the Lunar Laser Ranging (LLR) experiment that has been active since 1969 (e.g. Dickey et

al.1994). This experiment consists of the measurement of the round-trip travel time of a short laser

pulse between an Earth observatory and one of the five corner cube retroreflector arrays settled on

the Moon (Williams et al. 2014; Pavlov et al., 2016; Viswanathan et al. 2018; Fienga et al. 2019).

Earth observatories such as the APOLLO station (Murphy, 2013) and OCA station (Courde et

al. 2017) regularly range to the retroreflectors for the collection of LLR data. The OCA laser

station switched to ranging in infrared (1064 nm) allowing a better coverage of the retroreflectors

and improving the precision of the LLR data (Courde et al. 2017). A strong interest from the

laser ranging science has led to the emergence of new LLR stations Hartebeesthoek-South Africa

(Munghemezulu et al., 2016), Yunnan-China, Wettzell-Germany (Eckl et al. 2019) and next-

generation of retro-reflector developments (Dell’Agnello et al., 2018; Currie et al., 2013).

In addition, the Moon has been the target of the space mission Gravity Recovery and Interior

Laboratory mission (GRAIL) that determined the gravity field of the Moon at an unprecedented

accuracy (Konopliv et al., 2013; Lemoine et al., 2013, Konopliv et al., 2014). It has been obtained

with an improved accuracy of 4-5 order of magnitude up to degree and order 1200-1500 (see e.g.

Konopliv et al. 2014). In addition, the love number k2 has been improved by a factor 5. Such
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great accuracy is reached thanks to the intersatellite link based on a mission concept similar to

GRACE. Also there were DSN two-way S-band doppler measurements for GRAIL (see Konopliv et

al,, 2013; Lemoine et al. 2013) and reference therein).

3. DYNAMICAL MODEL AND RESULTS

The lunar rotation is integrated numerically in INPOP ephemeris and fitted to the LLR ob-

servations (Viswanathan et al,, 2019; Fienga et al. 2019). This model is obtained from a joint

numerical integration of the orbits of the Moon, the Earth, the planets and asteroids, and of the

lunar rotation. The dynamical partial derivatives of the orbits and lunar Euler angles with respect

to solution parameters such as moment of inertia, gravity field, tides, dissipation, interaction with

a fluid core and initial conditions are computed and the adjustment provides the determination of

these geophysical parameters (for a complete description of the last INPOP version see Fienga et

al. (2019) and references therein).

Figure 1: This plot shows the influence of the presence of the fluid core is sustained by a significant

decrease in the annual wrms of the LLR over 50 years. In blue the solution without the fluid core

provides a wrms of 5 cm, that reduces to 3 cm for a spherical fluid core with friction and further

below 2 cm in the presence of a non-spherical fluid core.

A full set of rotational equations for the whole Moon and for the fluid-core that take into

account the pressure torque due to the fluid core on the non-spherical CMB interface, including

the triaxiality of this interface, has been developed. Such set of equations was used for Mercury

(Rambaux et al., 2007) and icy satellites (Richard et al., 2014) studies and here extended to the
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rotational motion of a differentiated Moon. The basic equations are

d [I]ωωω

dt
+ωωω ∧ [[[I]ωωω = ΓΓΓ (1)

dHHHc

dt
+ωωω ∧HHHc = ΓΓΓc (2)

where [I] is the inertia tensor of the Moon, ωωω is the angular velocity vector, and ΓΓΓ are the external

gravitational torques, the HHHc is the angular momentum of the core and the ΓΓΓc represents the

interaction between the core and the mantle through two mechanisms. The first one is related to

the friction at the CMB due to the differential rotation, that perturb the lunar Cassini state. The

second one is due to the pressure of the fluid core on the core-mantle boundary and so it depends

on the non-sphericity at the CMB.

The presence of fluid core has been identified few decades ago due its influence on the lunar

Cassini state and the second clue has been the detection of the oblateness of the fluid core boundary

that is an independent result of the existence of the fluid core (Williams et al., 2014). For example,

in INPOP, the presence of the fluid core is sustained by significant decreases of the annual weighted

root mean square (wrms) of the LLR post-fit residuals over 50 years. Figure 1 shows the influence

of the non-sphericity and highlights the necessity to have accurate and long time series in order to

separate the physical parameters of the lunar core.

The size of the lunar core, about 381 km, was determined in Viswanathan et al. (2019) by

comparing flattening determined through LLR data and the theoretical flattening computed by

assuming a hydrostatic CMB enclosed by a non-hydrostatic mantle and disturbed by tidal and

centrifugal potentials. The bounded core size is consistent with an analysis of the seismic data

(Garcia et al., 2011) and previous LLR model (Williams et al., 2014) but the accuracy of the

core oblateness and radii of a presently-relaxed lunar core is improved by a factor of 3. This

determination brings new constraints on the interior of the Moon. Notably, it allows to compute

an estimation of the eigenfrequency and period of the free core nutation (FCN) of the Moon as

shown in Figure 2. This figure shows the dependence of the FCN period onto interior parameters

where a first order linear approach allow to estimate the FCN frequency equal to

σFCN =
1

2
n(α”c + β”c) (3)

with α′′c ∼ ACc−AcBc
A−Ac

and β′′c ∼ BCc−AcBc
B−Bc

where (A,B, C) and (Ac , Bc , Cc) are the moment of

inertia of the whole Moon and core, n is the lunar mean motion. This relationship is consistent

with the estimation used in Rambaux and Williams (2011). However, in Rambaux and Williams

(2011) the numerical value of the FCN was estimated based on DE421 flattening estimation and

with the new determination of the flattening, the FCN is estimated at about 367 ± 100 years

(Viswanathan et al., 2019).
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SOLID BODY TIDES
IN THE DYNAMICAL MODEL OF THE MOON

D. Pavlov
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ABSTRACT. The dynamical model of the orbital-rotational motion of the Moon, used in nu-

merically integrated lunar ephemeris, accounts for tidal dissipation. However, it does not explain

some long-term signatures that are detected by lunar laser ranging (LLR) observations. One cause

of those signatures may be that the lunar crust experiences tidal deformations at different bands,

and tidal Q factor depends on band; however, the dynamical model has a single tidal delay and

does not have a concept of tidal band. An attempt to improve the dynamical model, introducing

two delays instead of one, is made in this work. One delay is applied to the diagonal elements of

the inertia tensor, while the other delay is applied to the non-diagonal elements. It turns out that

the two delays are well separated and some of the residual long-term signatures are significantly

different from those obtained with one-delay model.

1. INTRODUCTION

Modern study of lunar interior is mainly based on three kinds of data:

• Gravimetry measurements done by the GRAIL mission and its predecessors;

• Earth-Moon lunar laser ranging (LLR) measurements which allow to validate hypotheses

about lunar structure via the indirect effect on lunar orbital and rotational motion;

• Photometry, laser altimetry and other measurements of the lunar surface performed by the

LRO spacecraft and its predecessors. Those measurements allow to explore the history of

the formation of the Moon via the present state of its exterior.

While there are similarities between methods of study of Earth’s and Moon’s structure, the

latter has two distinct features:

• The rotational model of the Moon, unlike that of the Earth, is modeled with a set of dynamical

equations directly representing lunar figure, core, tidal and rotational dissipation.

• The observations of lunar orbiters, most importantly GRAIL, are not tied directly to the lunar

surface. There is an indirect tie via Earth–spacecraft measurements and a geocentric lunar

ephemeris which is built using the aforementioned dynamical model.

The most precise lunar reference frame to date contains five retroreflectors points on lunar

surface whose positions are determined from LLR. The accuracy of this frame is presently estimated

at 0.2 m (optimistic) or 2 m (pessimistic) (Pavlov 2020). While there are obvious technical ways to

improve the accuracy (more LLR measurements, more lunar retroreflectors), it is no less important

that further improvement of lunar reference frame should go together with the improvement of the

lunar dynamical model.

LLR has existed for 50 years. A continuous orbit of the Moon is fit to 50 years of LLR obser-

vations to form lunar ephemeris. LLR has been proven sensitive not only to the initial conditions of

the Earth–Moon dynamical system and positions of retroreflectors, but also to parameters of the
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lunar core (Williams et al. 2001), low degree gravitational harmonics of the Moon, degree 2 tides

on the Earth (Williams and Boggs 2016), and Earth’s orbit plane.

However, the lunar dynamical model in its present state does not explain all signatures that are

visible in LLR residuals. One major direction of research to explain the signatures is the improvement

of the model of the lunar core. Another part that could be improved, which this work is devoted

to, is the model of the solid body tides on the Moon.

2. USAGE OF GRAIL’S RESULTS IN THE DYNAMICAL MODEL OF THE MOON

A particular inconsistency in the lunar gravitational field solutions obtained from GRAIL data

indicates a problem in the lunar dynamical model. Selenocentric orbits of GRAIL spacecraft (Ebb

and Flow) were determined by Doppler tracking from Earth and tied to a specific lunar ephemeris.

The lunar ephemeris is built in such a way that the coordinate axes are supposed to be the

principal axes (PA) of the whole Moon. Under that assumption, the gravity field coefficients C21,

S21, and S22 are supposed to be zero. However, different GRAIL solutions, which include the said

coefficients, all have S21 equal approximately 1× 10−9 (see Table 1).

Solution Team Ephemeris C21 S21 S22

GL0660b JPL DE421 0.123× 10−9 0.101× 10−8 −0.249× 10−9

GRGM900c GSFC DE421 0.223× 10−9 0.101× 10−8 −0.105× 10−9

GRGM1200a GSFC DE430 0.147× 10−10 0.117× 10−8 0.908× 10−9

GL1500e JPL DE430 0.173× 10−9 0.104× 10−8 −0.102× 10−9

Table 1: Values of C21, S21, and S22 coefficients in different solutions obtained from GRAIL data

The nonzero GRAIL’s S21 value does not depend much of the used ephemeris, and does not

differ much in solutions done by different teams. Most probably, the nonzero S21 indicates an

inconsistency in the lunar dynamical model rather than an artifact in GRAIL data or processing.

Another fact that further supports that point: nonzero S21 can be detected from LLR itself.

While normally S21 is fixed to zero in the lunar dynamical equations (together with C21 and S22),

it is possible to add S21 into the set of determined parameters in the solution. Such an experiment

has been done in a special test solution of EPM lunar ephemeris, with the result of

S21 = (0.74± 0.05(1σ))× 10−9

which is reasonably close to the GRAIL’s value.

So, most probably the present lunar model (Folkner et al. 2014, Pavlov et al. 2016) has

an inconsistency: a mass misalignment that manifests itself in the external torque but not in the

mantle’s inertia tensor. Once supposed cause of that was the shape of the lunar core (Williams et

al. 2014). A tilted core would make the mantle’s inertia tensor asymmetric, while not changing

the external torque in the PA frame. Unfortunately, that hypothesis did not work out, because the

supposed tilt would affect not only the inertia tensor, but the pressure torque, too. The effects

nearly cancel each other out and the overall result of the titled core on lunar rotational dynamics

would be very small (Pavlov 2018, Viswanathan et al. 2019).

It is also important that GRAIL solutions can have systematic biases that come from imperfec-

tions of the lunar rotational model. Also, fixing low-degree gravity coefficients to GRAIL values in

the dynamical model can cause artificial “drag” of the resulting ephemeris towards the ephemeris

consistent with the used GRAIL values. An attempt has been made (not shown here) to use

the GRAIL gravity model in the DE430 frame while keeping the dynamical equations in their own
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(determined) frame; the resulting orbit turned out to be very bad in terms of LLR fits. A further

attempt, to not only use the GRAIL values in DE430 frame, but also use kinematic model of lunar

solid body tides (Konopliv et al. 2013) instead of the dynamical equations of tidal variations, did

not give an acceptable result, either.

At this point it seems reasonable to avoid using GRAIL values for low-degree harmonics in the

lunar dynamical model until a more elaborate dynamical model appears. First, at least, the nonzero

S21 problem should be resolved; afterward, it is recommended to re-obtain GRAIL solution using

the ephemeris obtained with the improved dynamical model.

3. JPL DE430 MODEL OF (DELAYED) TIDAL DISSIPATION

The DE430 lunar model (Folkner et al. 2014) is presently accepted, with minor modifications,

also in EPM (Pavlov et al. 2016) and INPOP (Viswanathan et al. 2018) lunar ephemeris.

Let I∗ = I + Ic be the inertia tensor of the whole Moon, consisting of the mantle and the core.

The inertia tensor of the whole Moon, according to the model, obeys the following equation:

I∗

m
=
I0
m
− k2

µE
µM

(
RM
r

)5


x2 − 13 r2 xy xz

xy y2 − 13 r2 yz

xz yz z2 − 13 r2


+

+ k2
R5M
3µM



ω2x − 13(ω2 − n2) ωxωy ωxωz

ωxωy ω2y − 13(ω2 − n2) ωyωz
ωxωz ωyωz ω2z − 13(ω2 + 2n2)


 ,

(1)

where I0 is the (diagonal) inertia tensor of the whole undistorted Moon; µE and µM are the

gravitational parameters of the Earth and the Moon, respectively; RM is the equatorial radius

of the Moon; k2 is the Love number; r = (x, y , z)T is the geocentric position of the Moon;

ω = (ωx , ωy , ωz)T is the angular velocity of the lunar mantle; n is the lunar mean motion.

The second and the third terms of Eq. (1) account for tidal and spin distortion, respectively.

They come with a time delay: I∗(t) depends not on r(t) and ω(t), but on r(t − τ) and ω(t − τ).

τ is the time delay, a determined parameter.

The second-order gravitational potential varies over time accordingly with the inertia tensor:
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1

R2M

[
1

2

(
I∗11
m
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I∗22
m
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∗
33
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]

C22 =
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∗
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]

C21 = − 1

R2M

I∗13
m

S21 = − 1

R2M

I∗32
m

S22 = − 1

2R2M

I∗21
m

(2)

It is well known (Williams et al. 2013) that the described single-delay model is a compromise.

In reality, the tidal delay strongly depends on the tidal band. The concept of band is not natural

to the dynamical model. As a result, few-mas periodic longitudal libration terms appear in the LLR

residuals. Some of them are: cos l ′ term (1 year), cos(2l − 2D) (206 days), and cos(2F − 2l)

(3 years). Another, not presently included into ephemeris solutions, is a 6-year term sin(F − l),

relatively recently noted by James Williams from NASA JPL.
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One approach to allow tidal delay to vary with frequency is using an orbital delay in addition to

the rotational delay (Williams and Boggs 2016); however, that approach was developed for Earth

tides and is not applicable to the Moon.

Irrespective to the tidal delay problem, the currently developed EPM lunar ephemeris (Pavlov

2020) accounts for the tides not only from the Earth, but from the Sun, too. The single delay τ

is applied to tides from both bodies.

4. TWO-DELAY MODEL

First of all, the spin part of Eq. (1), while originally proposed to have a delay, is mathematically

almost non-sensitive to the delay. So for further calculations ω(t) can be taken instead of ω(t−τ)

with neglibible impact on the outcome.

As for the tidal distortions: (Williams and Boggs 2015, Table 1) lists an overview of variations

of degree 2 spherical harmonic coefficients at different bands. There are monthly bands (F , l) and

semi-monthly bands (2D, 2l , F+l). There is also 2D−l band (31.812 days) and the aforementioned

F − l band (2190.350 days). All of them cause variations of second-degree coefficients; the set

of affected coefficients depends on band. There are also other bands that cause smaller variations

than the ones listed here.

Ideally, one would want to separate the bands entirely and use a dedicated delay for each band

(and also separate the effect of tides of different bands on the inertia tensor). It does not seem to

be easy, or possible at all. One small step towards the reduction of the disorder, however, is made

in this work.

The idea is the following: use two delays τ02 and τ1 instead of a single τ . Apply τ02 to the

diagonal elements of the tidal part of I∗ in Eq. (1), and apply τ1 to the off-diagonal elements.

Consequently, in Eq. (2), variations of C20 and C22 will depend on τ02, while variations of C21, S21,

and S22 will depend on τ1.

The ABMD numerical integrator (Aksim and Pavlov 2019), developed at the IAA RAS, can

handle differential equations with arbitrary number of delays, and can integrate both forward and

backwards in time. The source code of the integrator is available at https://gitlab.iaaras.

ru/ iaaras/abmd.

5. RESULTS

Two lunar solutions were obtained for comparison. The LLR observations used in the solutions,

as well as the statistics of the residuals, are presented in (Pavlov 2020). Table 2 lists the determined

values of the delays in the two solutions, and also the determined amplitudes of the kinematic

longitudinal libration terms. Separate solutions were obtained where S21 coefficient was determined

while sin(F − l) amplitude was not considered. The given errors are 1σ.

sin(F − l) amplitude and S21 are strongly correlated. If the lunar dynamical model is improved

so that it naturally absorbs the (F − l) longitudinal libration, the S21 frame misalignment problem

will most likely be gone.

6. CONCLUSION

• In the lunar dynamical model, solid body lunar tides are of no less importance than the core.

• GRAIL data should be later reanalyzed with an improved underlying lunar dynamical model.

• 6-year period in longitude (discovered by James Williams) is strongly connected to the frame

misalignment that results in nonzero S21.
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Fitted value Single delay Two delays

τ , days 0.098± 0.001 —

τ02, days — 0.068± 0.002

τ1, days — 0.144± 0.002

cos l ′ amplitude, mas 4.2± 0.1 4.2± 0.1

cos(2l − 2D) amplitude, mas 1.6± 0.1 0.8± 0.1

cos(2F − 2l) amplitude, mas −0.8± 0.3 −3.4± 0.3

sin(F − l) amplitude, mas −9.0± 0.6 −7.2± 0.6

S21 × 109 (separate solution) 0.74± 0.5 0.58± 0.5

Table 2: Comparison of solutions obtained with single-delay and two-delay models

• Two different delays can be detected from LLR data. Separation significantly affects 206

days and 3 year amplitudes, slightly affects S21 / 6-year amplitude.

Regardless of the tidal model, work should continue on improving the model of the lunar core.

One particular hypothesis worth checking there is the shifted core, see e. g. (Wieczorek et al.

2019) where shifted core is derived from joint analysis of GRAIL and LOLA data.
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ABSTRACT. The relativistic effect of the geodetic rotation (which consist of two effects: the

geodetic precession and the geodetic nutation) in the rotation of Mars satellites system for the first

time was investigated. The most essential terms of the geodetic rotation were computed by the

algorithm of Pashkevich (2016), which is applicable to the study of any bodies of the Solar system

that have long-time ephemeris. As a result, a new high-precision values of the geodetic rotation for

Mars dynamically adjusted to JPL DE431/LE431 ephemeris (Folkner et al., 2014) in Euler angles

and for its satellites dynamically adjusted to Horizons On-Line Ephemeris System (Giorgini et al.,

2001) in Euler angles and in the perturbing terms of its physical librations were calculated.

1. INTRODUCTION

The geodetic rotation of a body, first considered by Willem de Sitter in 1916 (De Sitter,

1916), is the most essential relativistic effect of its rotation. This effect consist of two effects:

the geodetic precession, which is the systematic effect, and the geodetic nutation (Fukushima,

1991), which is the periodic effect. These effects have a formal similarity with the phenomena of

precession and nutation, which are better-known events on the classical mechanics. In contrast to

the above-mentioned classical events their emergence are not depend on from influences of any

forces to body and represents only the effect of the curvature of space-time, predicted by general

relativity, on a vector of the body rotation axis carried along with an orbiting body.

The main objectives of the present research are for the first time to study the effect of the

geodetic rotation in the rotation of Mars satellites system and to obtain a new high-precision values

of the geodetic rotation for Mars dynamically adjusted to JPL DE431/LE431 ephemeris (Folkner et

al., 2014) in Euler angles and for its satellites dynamically adjusted to Horizons On-Line Ephemeris

System (Giorgini et al., 2001) in Euler angles and in the perturbing terms of its physical librations.

For these purposes the algorithm of Pashkevich (2016), which is applicable to the study of any

bodies of the Solar system that have long-time ephemeris will be used.

Mathematical model of the problem.- The problem of the geodetic (relativistic) rotation

for Mars and for his satellites (Phobos and Deimos) is studied over the time span from AD1600

to AD2500 with one hour spacing with respect to the kinematically non-rotating (Kopeikin et al.,

2011) proper coordinate system of the studied bodies. Body orientation parameters for Mars taken

from Seidelmann et al. (2005) and for Mars satellites from Archinal et al. (2018).

The positions, velocities, physical parameters and orbital elements for Phobos and Deimos are

taken from the Horizons On-Line Ephemeris System (Giorgini et al., 2001) and ones for the disturb-

ing bodies: the Sun, the Moon, Pluto and the major planets are calculated using the fundamental

ephemeris JPL DE431/LE431 (Folkner et al., 2014).

2. RESULTS

As a result of this investigation, in the perturbing terms of the physical librations and in Euler
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angles for the Martian satellites (Phobos and Deimos), and in Euler angles for Mars the most

significant systematic ∆xs (Table 1) and periodic ∆xp (Table 3) terms of the geodetic rotation are

calculated:

∆xs =

N∑

n=1

∆xnt
n, (1)

∆xp =
∑

j

M∑

k=0

[∆xSjk sin(νj0 + νj1t) + ∆xCjk cos(νj0 + νj1t)]tk , (2)

where ∆x = xrelativ istic−xNewtonian, x = ψ, θ, ϕ, τ, ρ,Iσ; ∆xn are the coefficients of the systematic

terms; ∆xSjk ,∆xCjk are the coefficients of the periodic terms for sine and for cosine, respectively;

νj0, νj1 are phases and frequencies of the body under study, which are combinations of the corre-

sponding Delaunay arguments (Smart, 1953) and the mean longitudes of the perturbing bodies;

the summation index j is the number of added periodic terms, and its value changes for each body

under study; t is the time in the Julian days.

Notes to tables. In Tables 1–3: T is the Dynamical Barycentric Time (TDB) measured in

thousand Julian years (tjy) (of 365250 days) from J2000; a is orbital semi-major axis of Mars

satellites taking from the Horizons On-Line Ephemeris System (Giorgini et al., 2001); ΩL41 , ΩL42

are longitudes of the ascending node (Mars satellites orbits) on the Laplace plane for Phobos and

Deimos, respectively; D41 = λ41 − λ4 + 180o , D42 = λ42 − λ4 + 180o are mean elongations

of Phobos and Deimos from the Sun, respectively; λ4 is mean longitude of Mars; λ41, λ42 are

marsocentric longitudes of Phobos and Deimos, respectively. The mean longitude of Mars was

taken from (Brumberg and Bretagnon, 2000). The mean longitudes of the Martian satellites, their

longitudes of the ascending node on the Laplace plane and mean elongations from the Sun are

calculated using data from the Horizons On-Line Ephemeris System (Giorgini et al., 2001).

Mars Phobos (a = 9376km) Deimos (a = 23458km)

tjy ∆ψs (µas) ∆ψs (µas) ∆τs (µas) ∆ψs (µas) ∆τs (µas)

T −7113935.6683 −209314864.7430 −95713236.3800 −27680096.2268 −15836815.1715

T 2 9758.6588 43043.9996 22074.5862 14436.8795 1970.5567

T 3 1328.3085

tjy ∆θs (µas) ∆θs (µas) ∆ρs (µas) ∆θs (µas) ∆ρs (µas)

T 119866.5547 109821.3069 109821.3069 118932.5546 118932.5546

T 2 −1065.6036 −79913.4426 −79913.4426 −5802.8941 −5802.8941

T 3 −57.9607

tjy ∆ϕs (µas) ∆ϕs (µas) ∆(Iσ)s (µas) ∆ϕs (µas) ∆(Iσ)s (µas)

T 405134.4944 113601628.3630 94088505.4932 11843281.0553 12076398.3007

T 2 −11482.6140 −20969.4134 32232.9894 −12466.3227 640.6748

T 3 −280.3423

Table 1: The secular terms of geodetic rotation of Mars and its satellites

The secular terms of geodetic rotation of some bodies of Solar system (Pashkevich and Ver-

shkov, 2019) represented in Euler angles (Table 2).

As can be seen from Tables 1 and 2, the values of the geodetic rotation of Mars satellites

decrease with increasing their distance from Mars and the values of the geodetic rotation of planets

decrease with increasing their distance from the Sun. The values of the geodetic rotation of the

Earth and the Moon are very close. It is due to the fact that the Earth and the Moon have very

close heliocentric orbit and the Sun has a greater influence on the geodetic rotation of the Moon
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The Sun Mercury Venus The Earth The Moon

tjy ∆ψs (µas) ∆ψs (µas) ∆ψs (µas) ∆ψs (µas) ∆τs (µas)

T −870.0219 −426451032.8798 −156030839.3400 −19198865.6280 −19494124.5472

T 2 1.3770 −39215.8785 −687024.3196 50432.5497 −12.3454

T 3 −0.2568 14420.2934 78660.6535 −657.0605 565.0905

tjy ∆θs (µas) ∆θs (µas) ∆θs (µas) ∆θs (µas) ∆ρs (µas)

T −1.8891 36028.3827 −740880.9685 −10.7322 −297.2493

T 2 0.0809 −2910.6802 60179.7955 −1951.6003 −1779.1546

T 3 −0.0080 −193.9063 627.4990 −4125.4000 −3128.5299

tjy ∆ϕs (µas) ∆ϕs (µas) ∆ϕs (µas) ∆ϕs (µas) ∆(Iσ)s (µas)

T 179.5703 214756196.8118 113009422.3955 −17.8008 6536.9172

T 2 −1.3915 2268.1428 687231.8895 −54775.6865 −36208.8512

T 3 0.0433 −12967.5814 −78746.0736 1245.0101 27296.6113

Table 2: The secular terms of geodetic rotation of some bodies of Solar system (Pashkevich and

Vershkov, 2019)

than the Earth. At the same time, despite the fact that the heliocentric orbits of Mars and its

satellites are also very close, the values of the geodetic rotation of Phobos and Deimos far exceed

the value of the geodetic rotation of Mars. This is because Mars has a greater influence on the

geodetic rotation of its satellites than the Sun on its and Mars by reason of the close distances

between Mars and its satellites, than between the Earth and the Moon. The value of the geodetic

rotation of Phobos is greater than ones values of the Earth and Venus; the value of the geodetic

rotation of Deimos is greater than one value of the Earth. It is due to the fact that Mars has a

greater influence on the geodetic rotation of its satellites than the Sun on some near planets by

reason of very close distances between Mars and its satellites.

Mars and its satellites Phobos and Deimos (like the Earth and the Moon) are on average at

the same distance from the Sun. As a result, their coefficients in ∆ψp and ∆τp for periodic with

argument λ4 (Table 3) components are quite close to each other.

The geodetic rotations of Phobos and Deimos are determined not only by the Sun, but also by

Mars. This fact is confirmed by the appearance of a harmonic with the argument D41 for Phobos

and D41 for Deimos (Table 3).

In contrast to Phobos, located closer to the planet, the Sun has a greater influence on the

geodetic rotation of Deimos. It is easy to see that the closer a satellite is located to the planet,

the more the harmonic contribution depends on the mean longitude of the planet (see Phobos in

Table 3). Therefore, the harmonic with a period of 1.881 years and the argument of λ4 (Table

3) becomes predominant for Phobos. If the satellite is farther away from the planet, then more

harmonic contribution depends on the precession orbit node in the Laplace plane1 (see Deimos in

Table 3). Therefore, the harmonic with a period of 54.537 years and the argument of ΩL42 (Table

3) becomes predominant for Deimos.

1The Laplace plane is the plane normal to the satellite’s orbital precession pole. It is a kind of ”average

orbital plane” of the satellite (between their planet’s equatorial plane and the plane of its solar orbit), around

which the instantaneous orbital plane of the satellite precesses, and to which it has a constant additional

inclination (P. Kenneth Seidelmann (ed.), 1992).
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Body Angle Period Arg Coefficient of sin(Arg) (µas) Coefficient of cos(Arg) (µas)

∆ψp 1.881 yr λ4 −543.438− 22.455T + ... −241.415 + 40.433T + ...

Mars ∆θp 1.881 yr λ4 9.157 + 0.241T + ... 4.068− 0.742T + ...

∆ϕp 1.881 yr λ4 30.949− 0.392T + ... 13.748− 3.045T + ...

1.881 yr λ4 −537.291 + ... −238.028 + ...

∆ψp 2.262 yr ΩL41 −125.461 + ... 680.758 + ...

7.657 h D41 −58.679 + 0.204T+ 59.450− 0.022T+

+0.880T 2 + ... +0.783T 2 + ...

1.881 yr λ4 9.448 + ... 3.305 + ...

∆θp 2.262 yr ΩL41 4.099 + ... 1.339 + ...

7.657 h D41 −8.480 + 0.017T− −9.228− 0.036T−
−0.098T 2 + ... −0.392T 2 + ...

1.881 yr λ4 −29.698 + ... 14.013 + ...

∆ϕp 2.262 yr ΩL41 −1.139 + ... −3.219 + ...

7.657 h D41 21.359− 0.129T− −22.722− 0.036T−
−1.005T 2 + ... −0.319T 2 + ...

Phobos 1.881 yr λ4 −507.594 + ... −224.015 + ...

∆τp 2.262 yr ΩL41 −126.600 + ... 677.538 + ...

7.657 h D41 −37.319 + 0.074T− 36.728− 0.058T+

−0.125T 2 + ... +0.464T 2 + ...

1.881 yr λ4 9.448 + ... 3.305 + ...

∆ρp 2.262 yr ΩL41 4.099 + ... 1.339 + ...

7.657 h D41 −8.480 + 0.017T− −9.228− 0.036T−
−0.098T 2 + ... −0.392T 2 + ...

1.881 yr λ4 250.815 + ... 114.078 + ...

∆(Iσ)p 2.262 yr ΩL41 −176.168 + ... 935.392 + ...

7.657 h D41 26.377− 0.044T− −26.723− 0.035T−
−0.408T 2 + ... −0.358T 2 + ...

1.881 yr λ4 −544.598 + ... −241.408 + ...

∆ψp 54.537 yr ΩL42 −2879.646 + ... 757.953 + ...

1.265 d D42 −51.777 + 0.142T− 11.009 + 0.007T+

−1.000T 2 + ... +0.532T 2 + ...

1.881 yr λ4 9.220 + ... 3.792 + ...

∆θp 54.537 yr ΩL42 28.678 + ... 106.025 + ...

1.265 d D42 −1.214 + 0.009T+ −7.571− 0.090T+

+0.231T 2 + ... +0.675T 2 + ...

1.881 yr λ4 32.026 + ... 13.676 + ...

∆ϕp 54.537 yr ΩL42 195.066 + ... −216.931 + ...

1.265 d D42 19.149− 0.045T− −4.576− 0.042T−
−0.069T 2 + ... −0.310T 2 + ...

Deimos 1.881 yr λ4 −512.573 + ... −227.733 + ...

∆τp 54.537 yr ΩL42 −2684.581 + ... 541.022 + ...

1.265 d D42 −32.628 + 0.097T− 6.433− 0.035T+

−1.069T 2 + ... +0.223T 2 + ...

1.881 yr λ4 9.220 + ... 3.792 + ...

∆ρp 54.537 yr ΩL42 28.678 + ... 106.025 + ...

1.265 d D42 −1.214 + 0.009T+ −7.571− 0.090T+

+0.231T 2 + ... +0.675T 2 + ...

1.881 yr λ4 237.604 + ... 105.749 + ...

∆(Iσ)p 54.537 yr ΩL42 −5381.398 + ... 1058.129 + ...

1.265 d D42 22.601 + 0.174T− −4.805− 0.053T+

−1.924T 2 + ... +0.261T 2 + ...

Table 3: The periodic terms of geodetic rotation of Mars and its satellites
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In this investigation it was also carried out a study on the mutual relativistic influence of Mars

satellites on each other and on Mars (i.e., the inclusion of another satellite in the number of

perturbing bodies).

So, the change in Deimos geodetic rotation from Phobos relativistic influence: in the longitude

of the node ψ is −0.22 µas/tjy, in the longitude τ is −9.5 · 10−2 µas/tjy, in the inclination θ is

−9.3 · 10−6 µas/tjy, in the inclination ρ is −9.3 · 10−6 µas/tjy, in the proper rotation angle ϕ is

0.12 µas/tjy; in the node longitude Iσ is 9.4 · 10−2 µas/tjy.

The change in Phobos geodetic rotation from Deimos relativistic influence: in the longitude

of the node ψ is −5.3 · 10−2 µas/tjy, in the longitude τ is −2.4 · 10−2 µas/tjy, in the inclination

θ is 6.2 · 10−6 µas/tjy, in the inclination ρ is 6.2 · 10−6 µas/tjy, in the proper rotation angle ϕ is

2.9 · 10−2 µas/tjy; in the node longitude Iσ is 2.4 · 10−2 µas/tjy.

The change in Mars geodetic rotation from its satellites relativistic influence: in the longitude

of the node ψ is −0.62 µas/tjy, in the inclination θ is −1.2 · 10−4 µas/tjy, in the proper rotation

angle ϕ is 0.35 µas/tjy.

3. CONCLUSION

1. New high-precision values with the additions periodic terms of the geodetic rotation for Mars

in Euler angles were obtained. These values are the dynamically adjusted to the DE431/LE431

ephemeris.

2. The systematic (Table. 1) and periodic (Table. 3) terms of the geodetic rotation of Martian

satellites (Phobos and Deimos) are computed for the first time in the Euler angles and a perturbing

terms of the physical libration. The mutual relativistic influence of the Mars satellites on each other

in comparison with the Sun and Mars influences is insignificant. The obtained analytical values for

the geodetic rotation of Phobos and Deimos can be used for the numerical study of their rotation

in the relativistic approximation.

3. The secular terms of geodetic rotation of Mars satellites depend on their distance from the

Sun and Mars, which masses are dominant in the Solar and Mars system, respectively. Mars has a

greater influence on the geodetic rotation of its satellites than the Sun on the geodetic rotation of

Phobos, Deimos and Mars.

4. The main periodic parts of the geodetic rotations for Mars satellites are determined not only

by the Sun but also by Mars, which is the nearest planet to their satellites.

5. The values of the geodetic rotation of Mars satellites decrease with increasing their distance

from Mars.
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POST-LINEAR METRIC OF A SOLAR SYSTEM BODY
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ABSTRACT. A precise modeling of light trajectories in the solar system on the sub-micro-

arcsecond and nano-arcsecond scale of accuracy requires the metric tensor of solar system bodies

in post-linear approximation. The Multipolar Post-Minkowskian formalism represents a framework

for determining the metric density in the exterior of a compact source of matter, which can be

regarded as massive solar system body. The knowledge of the metric density, frequently been

called gothic metric, allows to deduce the metric tensor. Some aspects are considered about how

to determine the metric density and the metric tensor from the field equations of gravity.

1. INTRODUCTION

An advancement in astrometric science towards sub-micro-arcsecond and nano-arcsecond level

in angular measurements of celestial objects requires considerable progress in the theory of light

propagation through the curvilinear space-time of the solar system. In curved space-time the light

signals propagate along null-geodesics, governed by the geodesic equation which reads ẍα(λ) +

Γαµν ẋ
µ(λ) ẋν(λ) = 0, where xα(λ) is the four-coordinate of the light signal as function of the

affine curve parameter λ, a dot means total derivative with respect to λ, and the Christoffel

symbols Γαµν = gαβ
(
gβµ , ν + gβν , µ − gµν , β

)
/2 are functions of the metric tensor gαβ, and a

comma denotes partial derivative with respect to the four-coordinates, e.g. f , µ = ∂f /∂xµ and

f , µν = ∂2f /∂xµ ∂xν , etc. Accordingly, a precise modeling of light trajectories implies a precise

knowledge of the metric of solar system bodies. The metric tensor can be series expanded in powers

of the gravitational constant G, called post-Minkowskian expansion,

gαβ (x) = ηαβ +

∞∑

n=1

Gn h
(nPM)
αβ (x) (1)

where the first and second term, h
(1PM)
αβ and h

(2PM)
αβ , are the linear and post-linear term of the metric

perturbation, which are required for determining the light trajectory on the sub-micro-arcsecond

and nano-arcsecond scale of accuracy. The orthogonality relation gαρ gρβ = δαβ enables to switch

between the contravariant and covariant components of the metric tensor.

The Multipolar Post-Minkowskian (MPM) formalism represents a perturbative approach for

determining the metric density, gαβ, in the exterior of a compact source of matter, defined by

gαβ =
√
−g gαβ or gαβ =

√
−g gαβ (2)

where g = det (gρσ) and g = det
(
gρσ
)

is the determinant of the covariant components of the

metric tensor and metric density, respectively. The post-Minkowskian expansion of the metric

density reads

gαβ (x) = ηαβ −
∞∑

n=1

Gn h
αβ
(nPM) (x) (3)

where the first and second term, h
αβ
(1PM) and h

αβ
(2PM), are the linear and post-linear term of the

gothic metric perturbation. The orthogonality relation gαρ gρβ = δαβ enables to switch between

the contravariant and covariant components of the gothic metric.
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The MPM formalism determines the metric density in the exterior of a massive body, having

arbitrary shape, inner structure, oscillations, and rotational motions. Due to Eq. (2) the know-

ledge of the metric density allows to deduce the metric tensor. In what follows, some aspects are

considered about how to obtain the metric density and metric tensor from the field equations.

2. THE FIELD EQUATIONS OF GRAVITY

The field equations relate the metric tensor gµν to the stress-energy tensor of matter Tµν ,

Rµν −
1

2
gµν R =

8π G

c4
Tµν (4)

where Rµν = Γρµν , ρ − Γρµρ , ν + Γρσρ Γσµν − Γρσν Γσµρ is the Ricci tensor and R = gµν Rµν is the Ricci

scalar. The field equations constitute a set of ten coupled non-linear partial differential equations

for the ten components of the metric tensor gµν of space-time, which in differential geometry is

modeled by a semi-Riemannian manifoldM. The contracted Bianchi identities imply that only six of

these field equations (4) are independent, which determine the ten components of the metric tensor

up to a passive coordinate transformation (keep points of manifold fixed and change coordinates)

from the old {y} to the new coordinate system {y ′},

yµ → y ′µ . (5)

The field equations (4) are invariant under these (infinitely many) coordinate transformations,

known as passive general covariance of the field equations. That means, if the set (M, g) is a

solution of the field equations, then the set (M, g′) is also a solution of the same field equations,

where g′αβ = Aµα A
ν
β gµν is the metric tensor in these new coordinates with Aµα being the Jaco-

bian matrix Aµα = ∂yµ/∂y ′α of the passive coordinate transformation. These sets are physically

equivalent and describe the same physical system. The metric tensors have different components

in different coordinate systems, g′αβ 6= gµν , but as geometrical objects (Eq. (2.23) in Hawking,

Ellis (1974)) they are equal, g′ = g, because they attribute the same distance to the same pair

of points P and Q of the manifold: dg′ (P,Q) = dg (P,Q) (infinitesimal distance of these pairs

is assumed). For later purposes it is useful to consider an active coordinate transformation (keep

coordinates fixed and change points of manifold),

Ψ :M→M (6)

which is a C∞ differentiable mapping of each point of the manifold reversibly unique to another

image point of the same manifold, P → Ψ (P). Hence, the coordinates are changed yµ (P) →
y ′µ (P). The field equations (4) are invariant under these (infinitely many) diffeomorphisms, known

as active general covariance of the field equations. That means, if the set (M, g) is a solution

of the field equations, then the set (M, g′) is also a solution of the same field equations, where

g′ = Ψ∗g is the pullback of the metric tensor, g′αβ = Aµα A
ν
β gµν , with Aµα being the Jacobian matrix

Aµα = ∂yµ/∂y ′α of the active coordinate transformation. These sets are physically equivalent

and describe the same physical system (Section 7.1 in Hawking,Ellis (1974); for the associated

problem of Leibniz Equivalence see Earman,Norton (1987) and Lusanna,Pauri (2006)). These

metric tensors attribute the same distance of a pair of points of the manifold and their images,

dg′ (P,Q) = dg (Ψ (P) ,Ψ (Q)) (infinitesimal distance of these pairs and their images is assumed).

But these metric tensors are not equal, g′ 6= g, because they attribute different distances to the

same pair of points of the manifold: dg′ (P,Q) 6= dg (P,Q) (e.g. Gaul, Rovelli, (2000)). However,

if a Killing vector field exists onM and the diffeomorphism Ψ proceeds along the congruence of that

Killing vector field, then the metric and pullback metric are equal, g′ = g, and the diffeomorphism

is an isometry (Section 2.6 in Hawking,Ellis (1974)).
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3. LANDAU-LIFSCHITZ FORMULATION OF GRAVITY

The theory of gravity has a geometrical interpretation in physical curvilinear space-time and

a field-theoretical interpretation in auxiliary flat space-time (e.g. text below Eq. (11) in Gupta

(1954) or Section 8.4 in Feynman (1995) or part 5 in Box 17.2 in Misner,Thorne,Wheeler (1973));

for an excellent historical overview we refer to Brian Pitts, Schieve (2018). So one distinguishes

between a physical manifold M covered by curvilinear coordinates yµ and endowed with metric

gµν (y), a flat background manifold M0 covered by curvilinear coordinates xα and endowed with

metric g0αβ (x), and a diffeomorphism

Φ :M0 →M (7)

which is a C∞ differentiable mapping of each point q ∈ M0 of the flat background manifold M0

reversibly unique to another point p ∈ M of the physical manifold M (hence dimM0 = dimM);

it is not relevant whether (7) exists everywhere or only on finite domains Φ : V ⊆M0 → U ⊆M.

The field equations (4) are not invariant under (7), because the manifolds M and M0 are

different with respect to their geometrical properties: the curvature tensor of M expressed in

terms of gµν (y) is non-zero, Rµανβ (y) 6= 0, in any coordinate system {y} which maps the physical

manifold, while the curvature tensor of M0 expressed in terms of g0αβ (x) vanishes, Rµανβ (x) = 0,

in any coordinate system {x} which maps the flat background manifold. In particular, the metric

tensor g0 of M0 (e.g. in Cartesian coordinates g0 is given by ηαβ = diag (−1,+1,+1,+1)) and

the metric tensor g of M can never be related by a pullback: g0 6= Φ∗g.

But the diffeomorphism (7) is an active coordinate transformation, which makes it possible to

pullback the metric tensor g of the physical manifold M (given by gµν (y)) to the metric tensor

Φ∗g which propagates as tensorial field on the flat background M0 (given by gαβ (x))

gαβ (x) =
∂yµ

∂xα
∂yν

∂xβ
gµν (y) . (8)

In the same way, the Ricci tensor and energy-momentum tensor onM are pulled back onM0 . By

means of these relations the field equations of gravity (4) on the physical manifoldM can be pulled

back to field equations on the flat background manifoldM0. Then, the sets (M, g) and (M0,Φ∗ g)

are physically equivalent, iff the metric tensor g on the physical manifold M is determined by the

field equations (4), while the pulled-back metric tensor Φ∗ g on the flat background manifold M0

(i.e. gαβ = Φ∗µναβ gµν in Eq. (8)) is determined by the pulled-back field equations on M0 (cf.

Section 7 in Hawking,Ellis (1974), especially text below Eq. (7.51) in Hawking,Ellis (1974), as well

as text below Eq. (7.10) in Carroll (2013)).

In the Landau-Lifschitz formulation one makes a detour and does not consider the metric tensor

gµν (y) but the metric density gµν (y), which is pulled back from the physical manifold to the flat

background manifold. A detailed mathematical representation of the Landau-Lifschitz formulation

is given by Sections 1 and 2 in Petrov,Kopeikin,Lompay,Tekin (2017) as well as by Section 7 in

Hawking,Ellis (1974). These field equations take the following form (cf. Eqs. (20.20) - (20.22) in

Misner,Thorne,Wheeler (1973), Eq. (6.6) in Poisson,Will (2014)),

Hαρβσ, ρσ (x) =
16π G

c4
(−g (x))

(
Tαβ (x) + tαβLL (x)

)
. (9)

The l.h.s. is the Landau-Lifschitz superpotential, Hαρβσ = gαβ gρσ − gασ gβρ, while the r.h.s. is

the Landau-Lifschitz complex, where tαβLL is the Landau-Lifschitz pseudotensor which represents,

roughly to speak, the energy-momentum distribution of the gravitational fields. The field equations

(9) are manifestly Lorentz-covariant and constitute a set of ten coupled non-linear partial differential

equations for the ten components of the metric density gαβ. Because of the identity Hαρβσ, ρσβ = 0

(implying energy-momentum conservation, cf. Eqs. (6.7) - (6.8) in Poisson,Will (2014)) only six
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equations are independent, which determine the ten components of the metric density up to a

passive transformation of coordinates which map the flat background manifold.

Thus far, no specific choice of the coordinates of the flat background manifold has been im-

posed. For practical calculations in celestial mechanics, in the theory of light propagation, or in the

theory of gravitational waves, it is, however, very useful to choose harmonic coordinates to cover

the flat background space-time M0, which are introduced by the gauge condition

gαβ, β (x) = 0 =⇒ �g x
α = 0 (10)

where the relation on the r.h.s. follows from the relation on the l.h.s. where �g is the co-

variant d’Alembert operator which in harmonic coordinates reads �g = gρσ∇ρ∇σ and ∇ρ de-

notes covariant derivative with respect to xρ. Harmonic coordinates are small deformations of the

Minkowski coordinates, therefore it is useful to decompose the pulled-back metric density into the

flat Minkowskian metric plus a small perturbation,

gαβ (x) = ηαβ − hαβ (x) (11)

so that the gothic metric perturbation h
αβ

propagates as dynamical field on the flat background

space-timeM0 (Section 7.1 in Carroll (2013) and Section 6.2 in Poisson,Will (2014)). By inserting

(10) and (11) into (9) one obtains the Landau-Lifschitz field equations (also known as reduced

field equations of gravity) in the following form (Eq. (5.2b) in Thorne (1980))

� h
αβ

(x) = −16π G

c4
(
ταβ (x) + tαβ (x)

)
(12)

where � = ηρσ ∂ρ∂σ is the flat d’Alembert operator in terms of harmonic coordinates in the flat

background space-time M0. The terms on the r.h.s. in (12) are given by

ταβ = (−g) Tαβ and tαβ = (−g) tαβLL +
c4

16π G

(
h
αρ
, σ h

βσ
, ρ − h

αβ
, ρσ h

ρσ
)
. (13)

The ten coupled non-linear partial differential equations (12) are exact field equations of gravity

in the Landau-Lifschitz formulation in harmonic coordinates. Because of the gauge condition

h
αβ
, β = 0, which follows from (10) and (11), only six equations are independent of each other.

The harmonic gauge (10) does not uniquely select one harmonic coordinate system but a class

of infinitely many harmonic systems, because it allows for a residual gauge transformation between

two arbitrary harmonic reference systems {x} and {x ′},

x ′α = xα + ϕα (x) (14)

if the gauge vector ϕα satisfies the homogeneous Laplace-Beltrami equation �g ϕ
α = 0; Eq. (14)

has been elucidated by Fig. 1 in Zschocke (2019). The field equations (12) are invariant under

the residual gauge transformation (14), which permits extensive simplifications of the form of

the metric density. Moreover, the calculations of the MPM formalism are considerably simplified

by assuming that {x} are just Minkowskian (i.e. straight harmonic) coordinates, while {x ′} are

considered as curvilinear harmonic coordinates.

4. THE MULTIPOLAR POST-MINKOWSKIAN FORMALISM

The MPM approach has originally been introduced in Thorne (1980), while considerable exten-

sions and important advancements have later been worked out in Blanchet,Damour (1986) and in a
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series of subsequent investigations. The MPM formalism is based on the post-Minkowski expansion

of the field equations (12),

h
αβ

=

∞∑

n=1

Gn h
αβ
(nPM) and ταβ = Tαβ +

∞∑

n=1

Gn ταβ
(nPM)

and tαβ =

∞∑

n=1

Gn tαβ
(nPM)

. (15)

Inserting (15) into (12) yields a hierarchy of field equations,

� h
αβ
(1PM) (x) = −16π

c4
Tαβ (x) , (16)

� h
αβ
(2PM) (x) = −16π

c4

(
ταβ
(1PM)

(x) + tαβ
(1PM)

(x)
)
, (17)

...

� h
αβ
(nPM) (x) = −16π

c4

(
ταβ
((n−1)PM)

(x) + tαβ
((n−1)PM)

(x)
)
. (18)

Each of the field equations (16) · · · (18) represents an equation in flat space-time. The MPM

formalism is an approach for solving that hierarchy of field equations iteratively, starting with the

first iteration (16), where Tαβ is the energy-momentum tensor of matter in the approximation of

special relativity. The general solution of the gothic metric in linear-order h
αβ
(1PM) (Thorne (1980),

Blanchet,Damour (1986), Damour,Iyer (1991)) is inserted into the second iteration (17) which

yields the gothic metric in post-linear order, h
αβ
(2PM), and so on. Using this iterative approach, it

has been demonstrated in Blanchet,Damour (1986) that the general solution of these field equa-

tions depends on six source-multipoles, IL, JL,WL, XL, YL, ZL, which are integrals over the energy-

momentum tensor of the compact source of matter (cf. Eqs. (5.15) - (5.20) in Blanchet (1998)).

Furthermore, using the residual gauge freedom (14), it has been demonstrated in Blanchet,Damour

(1986) that the general solution of (16) · · · (18) can be written as follows,

gαβ [IL, JL,WL, XL, YL, ZL] = ηαβ −
∞∑

n=1

Gn h
αβ can
(nPM) [ML, SL] + gauge terms (19)

which is valid in the exterior of the body. The canonical piece, h
αβ can
(nPM) , depends on two multipoles:

mass-type multipole ML (accounts for shape, inner structure, and oscillations of the body) and

current-type multipole SL (accounts for rotational motions and inner currents of the body), which

are related to the source-multipoles via non-linear equations (Eqs. (6.1a) and (6.1b) in Blanchet

(1998)). All those terms in the metric density which depend on the gauge vector ϕα are called

gauge terms and represent unphysical degrees of freedom because they have no impact on physical

observables which are, by definition, coordinate-independent scalars (Bergmann (1961)).

The MPM formalism has been developed for understanding the generation of gravitational

waves by an isolated source of matter, like binary black holes. Gravitational waves decouple from

the source in the intermediate zone and they do finally propagate with the speed of light into the far

wave-zone of the gravitational system. In the far wave-zone the gravitational fields have two degrees

of freedom, where the transverse traceless (TT) gauge of the metric tensor becomes relevant be-

cause the TT terms in the metric tensor carry the physical information (Blanchet,Kopeikin,Schäfer

(2001)). In the far wave-zone, the TT projection of the metric density equals the TT projection

of the metric tensor (cf. Eq. (7.119) in Carroll (2013)),

h
TT
αβ = hTTαβ in the far − zone . (20)
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That is why there is no need to determine the metric tensor in the far wave-zone of the system.

The gothic metric perturbation in TT gauge in terms of radiative moments UL and VL, which are

time-derivatives of source multipoles, is given by Eq. (64) in Blanchet,Kopeikin,Schäfer (2001).

5. THE METRIC TENSOR

For determining light trajectories in the near-zone of the solar system one needs the metric

tensor of solar system bodies. While in principle one might use the TT gauge, one should, however,

not expect much simplification, because such a nice relation like (20) does not exist,

h
TT
αβ 6= hTTαβ in the near − zone . (21)

Thus, relativistic astrometry necessarily requires the determination of the metric tensor in the

near-zone of the gravitational system. The metric density and the metric tensor contain the

same physical information about the gravitational system, because they are related to each other

reversibly unique by Eqs. (2). Using these relations, it has been shown in Zschocke (2019) that

the general form of the metric tensor in the exterior of a solar system body is given by

gαβ [IL, JL,WL, XL, YL, ZL] = ηαβ +

∞∑

n=1

Gn h
(nPM)
αβ can [ML, SL] + gauge terms (22)

where the canonical piece, h
(nPM)
αβ can, depends only on two multipoles ML and SL. The linear term

and the post-linear term of the metric perturbation, h
(1PM)
αβ can and h

(2PM)
αβ can, respectively, are explicitly

given by Eqs. (109) - (111) and (115) - (117) in Zschocke (2019). The gauge terms depend on

the gauge vector ϕα and have no impact on physical observables.

6. CONCLUSION

Future astrometry at the sub-micro-arcsecond and nano-arcsecond level of accuracy in as-

trometric measurements requires considerable progress in modeling the trajectory of light signals

through the curved space-time of the solar system. Such a precise determination of light trajectories

implies the knowledge of the metric tensor gαβ of solar system bodies in the post-linear approxi-

mation. The Multipolar Post-Minkowskian formalism represents a framework for determining the

metric density gαβ in the exterior of a massive body having arbitrary shape and inner structure,

oscillations and rotational motions. The knowledge of the metric density allows to deduce the

metric tensor gαβ. Some aspects of that approach have been considered which are relevant for

future investigations in the theory of light propagation and relativistic astrometry.
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TRANSFER FUNCTIONS
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ABSTRACT. A few years ago, a new approach allowed to determine in an exact form the time

transfer functions in Schwarzschild-like spacetimes within the weak-field, linearized approximation.

We give a brief survey of the main results thus obtained and we indicate how the new procedure

can be used to compute the contributions to the travel time of light rays due to the mass and spin

multipoles of a rotating axisymmetric body.

1. INTRODUCTION

In the area of highly precise astrometry as well in a lot of experiments performed to test the

metric theories of gravity in the Solar System, it is of crucial interest to know the travel time of a

light ray between an emitter A and a receiver B as a function of the position of the emitter, the

position of the receiver and the instant of reception. We call such a function “a reception time

transfer function”. To be more precise, consider a light ray propagating through a vacuum in a

region of spacetime covered by a coordinate system xµ = (x0, x), with x0 = ct and x = (x i),

i = 1, 2, 3, t being supposed to have the dimension of a time, and the x i the dimension of a length

for the sake of simplicity. Denote by (x0A , xA) the point-event where the ray is emitted and by

(x0B , xB) the point-event where it is observed. The light ray joining (x0A , xA) and (x0B , xB) is a null

geodesic of spacetime, which implies that the coordinate light travel time (x0B − x0A )/c = tB − tA is

a function of xA, xB and tB, so that we can write

tB − tA = Tr (xA, tB, xB). (1)

Knowing the reception time transfer function (TTF) Tr (xA, tB, xB) associated with a light ray

enables us to model the time delay and the Doppler tracking along this ray. It also enables us to

compute the propagation direction of the ray at the point of observation (Le Poncin-Lafitte et al

2004), which explains the relevance of the notion of TTF in relativistic astrometry (see, e.g., Hees

et al 2014, Bertone et al 2017). Nevertheless, in spite of a large amount of works, the explicit

computation of all the possible TTFs in a given spacetime remains an unsolved problem, even in the

special case of static, spherically symmetric spacetimes. Only partial results have been obtained,

using several methods which are in fact equivalent. We summarize here the procedure presented

in Teyssandier and Le Poncin-Lafitte 2008.

It is supposed that the metric of spacetime may be expanded in a power series of the Newtonian

gravitational constant G as follows:

gµν(x ;G) = ηµν +

∞∑

n=1

Gng
(n)
µν (x), (2)

where ηµν is the Minkowski metric: ηµν = diag(1,−1,−1,−1). The procedure is based on the

assumption that there exists at least a null geodesic linking the emitter and the receiver such that

the corresponding reception TTF can be expanded in a power series of G as follows:

Tr (xA, tB, xB;G) =
RAB

c
+

∞∑

n=1

GnT (n)r (xA, tB, xB), (3)
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where RAB is the ‘Euclidean’ distance between the positions xA and xB, that is

RAB = |xB − xA| =
[
(x1B − x1A )2 + (x2B − x2A )2 + (x3B − x3A )2

]1/2
. (4)

Under these assumptions, it may be shown that each perturbation term T (n)r is given by an

integral involving only the metric perturbations g
(1)
µν , ..., g

(n)
µν and the functions T (1)r , ..., T (n−1)r taken

on a Minkowskian null straight line passing through the spatial positions xA and xB.

However, two major problems are raised by the iterative procedure outlined above. First, the

method yields a single TTF, thus excluding the possibility to model the gravitational lensing, where

multiple images appear. Moreover, the perturbation functions T (n)r involve ‘enhanced terms’,

namely terms which are infinite for some positions of the emitter and the receiver (for the pioneer

work, see Klioner and Zschocke 2010; see also Teyssandier 2012). An example of this pathology

is furnished by the TTF calculated with this procedure in a static spherically symmetric spacetime,

as it may be seen in the next section.

2 CASE OF STATIC SPHERICALLY SYMMETRIC SPACETIMES

For an isolated spherically symmetric body of mass M, the coordinates (x0, x) may be chosen

so that the metric takes the form

ds2 =

(
1− 2m

r
+ 2β

m2

r2
− 3

2
β3
m3

r3
+ · · ·

)
(dx0)2−

(
1 + 2γ

m

r
+

3

2
γ2
m2

r2
+

1

2
γ3
m3

r3
+ · · ·

)
dx
2,

(5)

where m = GM/c2, r = |x | = [
∑3
i=1(x

i)2]1/2, dx2 =
∑3
i=1(dx

i)2, and β, β3, γ, γ2, γ3 are

post-Newtonian parameters equal to 1 in general relativity.

Owing to the static character of spacetime, each TTF for the metric (5) is independent of the

reception time. So we shall henceforth omit the index r standing for ‘reception’. The procedure

outlined in the Introduction yields a TTF as follows (for the terms in m2, see Le Poncin-Lafitte et

al 2004 and Klioner and Zschocke 2010; for the terms in m3, see Linet and Teyssandier 2013):

TSpher(xA, xB) =
RAB

c
+ TShap(xA, xB)− m

2RAB

crArB

[
(γ + 1)2

1 + cosψAB

− κ2
ψAB

sinψAB

]

+
m3(rA + rB)RAB

cr2A r
2
B (1 + cosψAB)

[
(γ + 1)3

1 + cosψAB

− κ2(γ + 1)
ψAB

sinψAB

+ κ3

]
+O(m4), (6)

where rA = |xA|, rB = |xB|, RAB is defined by (4), ψAB is the measure of the angle between xA and

xB laid down by

cosψAB =
xA

rA
· xB
rB
, 0 ≤ ψAB ≤ π, (7)

TShap is the Shapiro time delay, namely (see, e.g., Blanchet et al 2001 and refs. therein)

TShap(xA, xB) =
(γ + 1)m

c
ln

(
rA + rB + RAB

rA + rB − RAB

)
(8)

and κ2 and κ3 are constants defined by

κ2 = 2(γ + 1)− β +
3

4
γ2, (9)

κ3 = 4(γ − β + 1)− 2βγ +
3

2
γ2 +

1

4
(3β3 + γ3). (10)

An enhanced effect is ensured since each term in Eq. (6) – except RAB – tends to infinity when

ψAB → π. This divergent behaviour is not surprising. If ψAB is sufficiently close to π, the straight
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line joining xA and xB is passing through a region of strong field. Consequently, a convergent

expansion in a series of powers of G cannot be reasonably expected for a TTF. Clearly, the second

assumption is not realist in this case. Moreover, it is obvious that if rA and rB are sufficiently large

and ψAB is sufficiently close to π, there exist at least two distinct light rays joining the emitter

and the receiver and confined to the zone of weak field: this means that the usual theory of the

time transfer functions does not work in a configuration of gravitational lensing. So, the theory

summarized in the Introduction must be revised.

3. EXACT SOLUTIONS FOR LINEARIZED SPHERICALLY SYMMETRIC MET-
RICS

3.1 The complete set of time transfer functions

In order to overcome the difficulties raised in the previous section, we can reason differently.

The dominant divergent terms in Eq. (6) are manifestly linked to the linear part of the metric since

they only involve the post-Newtonian parameter γ. So, in a first approach, we may be content with

treating the problem in the weak-field, linearized approximation provided that we use the rigorous

solutions to the null geodesic equations. This program has been successfully carried through for

the Schwarzschild-like metrics in Linet and Teyssandier 2016. The main results of this paper are

summarized in this section.

Since the terms of order m2/r2 in the metric are ignored in the linearized approximation, the

initial metric (5) may be replaced by the metric

ds2 =

(
1− 2m

r

){
(dx0)2 −

[
1 +

2(γ + 1)m

r

]
dx
2

}
. (11)

However, it is well known that the null geodesics considered as points sets are identical for two

conformal metrics (see, e.g. Joshi 2007). So the time transfer functions we are searching for

coincide with the time transfer functions of the metric

ds̃2 = (dx0)2 −
[

1 +
2(γ + 1)m

r

]
dx
2. (12)

Owing to the spherical symmetry of spacetime, each light ray joining xA and xB is confined to

a plane passing through xA, xB and the origin O of the spatial coordinates (this plane is unique

when the position vectors of the emitter and the receiver are not colinear). We adopt spherical

coordinates (r, ϑ, ϕ) such that ϑ = π/2 for the plane containing the light ray and ϕ = 0 for the

point of emission.

A rigorous integration of the null geodesic equations of the metric (12) is easy to perform. It

is shown that there exist two and only two light rays joining A and B, provided that xA and xB are

not aligned with the origin O. We denote by Γ
(0)+
AB (resp. Γ

(0)−
AB ) the light ray joining xA and xB

along which ϕ increases from 0 to ψAB (resp. decreases from 0 to ψAB − 2π). Γ
(0)+
AB and Γ

(0)−
AB are

Keplerian hyperbolas having the origin O as a focus and respective impact parameters given by

b± =
rArB
√

1− cosψAB

2RAB



√

1 + cosψAB +
2(γ + 1)m(rA + rB − RAB)

rArB

±
√

1 + cosψAB +
2(γ + 1)m(rA + rB +RAB)

rArB


 . (13)

The time transfer functions which correspond to the light rays Γ
(0)+
AB and Γ

(0)−
AB will be denoted

by T+ and T−, respectively. The full expression of these functions can be deduced in a closed form
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from Eq. (13):

T ±(xA, xB) =
1

2c

√
rA + rB + RAB

√
rA + rB +RAB + 4(γ + 1)m

∓ 1

2c

√
rA + rB − RAB

√
rA + rB − RAB + 4(γ + 1)m

+
2(γ + 1)m

c
ln

(√
rA + rB + RAB + 4(γ + 1)m +

√
rA + rB + RAB√

rA + rB − RAB + 4(γ + 1)m ±
√
rA + rB − RAB

)
. (14)

These TTFs are regular everywhere: there is no appearance of any enhanced term.

3.2 Time transfer function relevant for the missions in the Solar System

The time transfer function relevant for the missions in the Solar System is T+, which corre-

sponds to 0 ≤ ϕ ≤ ψAB ≤ π. This function may be expanded in a convergent series of powers of

m if and only if

1 + cosψAB ≥
4(γ + 1)m[rA + rB − 2(γ + 1)m]

rArB
. (15)

Then:

T+(xA, xB) =
RAB

c
+ TShap(xA, xB)− (γ + 1)2m2RAB

crArB(1 + cosψAB)

+
(γ + 1)3m3(rA + rB)RAB

cr2A r
2
B (1 + cosψAB)2

+O(m4). (16)

Thus we formally recover the dominant enhanced terms of orders m2 and m3 in expansion (6),

but now we know that these terms cannot yield the correct behaviour of cT+ when ψAB is very

close or equal to π since the domain of validity of the expansion (16) is delimited by the condition

(15). However, in the present state of the art, the differences π − ψAB in the missions confined in

the Solar System are not sufficiently close to zero to invalidate the use of (16) for estimating the

gravitational time delay with the required accuracy. See, e.g., the discussion of the measurement

of γ with the Cassini 2002 experiment given in Ashby and Bertotti 2010.

4. APPLICATION TO A SPINNING AXISYMMETRIC BODY

Consider now a spacetime containing a single axisymmetric body slowly spinning around its axis

of symmetry. The results set out above can be used to find the TTFs of this spacetime which can

be regarded as first-order perturbations of the spherically symmetric TTFs given by Eq. (14). We

denote by S the angular momentum of the body, we put

n =
x

r
, s =

S

|S|

and we introduce the Kerr parameter a defined by

a =
|S|
Mc

=
G|S|
mc3

. (17)

Since the terms of order m2/r2 are neglected within the weak-field, linearized approximation,

we start up from the metric

ds2 =

(
1− 2W

c2

){
(dx0)2 +

4(γ + 1)

c3
(W .dx)dx0 −

[
1 +

2(γ + 1)W

c2

]
dx
2

}
, (18)
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where W is the Newtonian potential of the body and W is the gravitomagnetic potential generated

by the angular momentum. Outside any sphere of radius r0 centered on the origin O and enclosing

the central body, W and W can be expanded as

1

c2
W (x) =

m

r

[
1−

∞∑

n=1

Jn

( r0
r

)n
Pn(s.n)

]
(19)

and (see Linet and Teyssandier 2002):

1

c3
W (x) =

ma(s × x)

2r3

[
1−

∞∑

n=1

Kn

( r0
r

)n
P ′n+1(s.n)

]
, (20)

where Pn(x) is the Legendre polynomial of degree n and P ′n(x) its derivative with respect to x ; Jn
and Kn are the mass-multipole and spin-multipole moments of order n, respectively.

According to a remark pointed out in subsect. 3.1, the problem comes down to determine

TTFs of the conformal metric

ds̃2 = (dx0)2 +
4(γ + 1)

c3
(W .dx)dx0 −

[
1 +

2(γ + 1)W

c2

]
dx
2. (21)

The metric (21) is supposed to be a small perturbation of the static spherically symmetric

metric (12). So it is natural to assume that there exist time transfer functions T + and T − which

can be expanded as follows:

T ±(xA, xB; Jn,S, Kn) = T ±(xA, xB) +

∞∑

n=1

Jn∆T ±Jn (xA, xB) + a∆T ±
S

(xA, xB)

+

∞∑

n=1

Kn∆T ±Kn (xA, xB) + · · · , (22)

where the symbols + · · · stand for the second-order perturbation terms which are neglected.

Substituting the right-hand side of Eq. (22) for T ± into the eikonal equation satisfied by any

TTF (cf. Teyssandier and Le Poncin 2008), and then separating the zeroth-order equation satisfied

by T ± and the first-order equation satisfied by each perturbation term, it can be shown that each

∆T + (resp. ∆T −) can be expressed by an integral taken along the unperturbed light ray Γ
(0)+
AB

(resp. Γ
(0)−
AB ). These integrals can be calculated with any symbolic computer program.

Computing the contribution of the quadrupole J2 is easy when the unperturbed light rays are

confined to the equatorial plane, i.e. when s.nA = s.nB = 0. We have in this case

J2∆T ±J2 (xA, xB) =
(γ + 1)m

2c
J2

(
r0
b±

)2 [(b±
rA

+
b±
rB

)
1− cosψAB

sinψAB

+
(γ + 1)m

b±

(
ψ±AB − 2

1− cosψAB

sinψAB

)]
, (23)

where b± is given by Eq. (13) and ψ±AB is defined by

ψ+AB = ψAB, ψ−AB = ψAB − 2π. (24)

When ψAB ≪ π, only the unperturbed ray Γ
(0)+
AB is relevant since Γ

(0)−
AB is not confined in the

zone of weak field r ≫ 2m (see Linet and Teyssandier 2016). As a consequence, only J2∆T +J2 has

to be retained in this case. The impact parameter b+ may be expanded as

b+ = rc

[
1 +

(γ + 1)m(rA + rB)

rArB(1 + cosψAB)
+O(m2)

]
, (25)

333



where rc is the ‘Euclidean’ distance between the origin O and the straight line passing through xA
and xB, namely

rc =
rArB sinψAB

RAB

. (26)

Then, it follows from Eq. (23) that

J2∆T +J2 (xA, xB) =
(γ + 1)m

2c
J2

r20 (rA + rB)RAB

r2A r
2
B (1 + cosψAB)

+O(m2J2) (27)

when ψAB is sufficiently far from π. The contribution of J2 to the travel time of light given by

Eq. (27) is equivalent to the one previously obtained in the litterature (Klioner 1991, Linet and

Teyssandier 2002, Le Poncin-Lafitte and Teyssandier 2008, Zschocke and Klioner 2011). The

progress is that henceforth the enhanced effect apparently predicted by Eq. (27) when ψAB → π

must be regarded as fictitious. This divergence is just warning us that the right-hand side of Eq.

(23) cannot be expanded in a convergent series in powers of m for any value of ψAB. This feature

does not prevent J2∆T ±J2 from remaining bounded when ψAB → π. Indeed, taking into account

that

lim
ψAB→π

b± = ±
√

2(γ + 1)m rArB
rA + rB

, (28)

it may be inferred from Eq. (23) that

lim
ψAB→π

[
J2∆T ±J2 (xA, xB)

]
=
J2r
2
0 (rA + rB)

2crArB



√

1 +
2(γ + 1)m

rA + rB
+
π

2

√
(γ + 1)m(rA + rB)

2rArB


 . (29)
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ABSTRACT. Nowadays determination of precise coordinates using GNSS (Global Navigation

Satellite System) observations can be made with the differential method or with an absolute solution

(PPP method - Precise Point Positioning). The precision of navigational data, such as satellite

ephemerides and satellite clock biases, is very important when using the PPP method. Usually,

satellite orbits are approximated with smooth functions, currently, their accuracy is about 2-3 cm.

Unlike ephemerides satellite clock biases are not approximated with any function, also clock series

are being processed not as a continuous time series but as daily fragments, which leads to jumps at

00:00 UTC. Processing methods that are currently used can also lead to clock jumps inside a day.

Different studies propose a variety of satellite clock improvement methods but clock jump removal

is performed manually. An automatic jump correction algorithm is proposed. About two years of

satellite clock biases were processed. Usage of the algorithm allows removal of clock jumps on

time intervals of any length..

1. INTRODUCTION

Nowadays determination of precise coordinates using GNSS (Global Navigation Satellite Sys-

tem) observations can be made with differential method or with absolute solution (PPP method

Precise Point Positioning). Precision of navigational data is very important when using PPP

method.

Currently GPS and GLONASS satellites are using rubidium (Rb) and cesium ( Cs) clocks. GPS

satellites use 10.23 MHz frequency sources [GPS-IS, 2019], GLONASS - 5 MHz [GLONASS-ICD,

2008]. Satellite clock biases are transmitted in navigational messages with ephemerides.

GNSS analysis centers provide satellite clock biases in form of unapproximated time series. This

leads to clock biases having random jumps up to several ns.

Analysis of the aforementioned jumps shows that clock biases from different analysis centers

have different jumps and a lot of these jumps are at 00:00 UTC.

This shows that most of the jumps are processing artifacts, as confirmed by other researchers

[Prange, 2017].

Different methods of improving satellite clock biases are proposed [Shi, 2019, Hauschild, 2010,

Hauschild, 2009], but they require manual correction of aforementioned jumps [Huang, 2012].

2. ALGORITHM DESCRIPTION

2.1 Global change detection

To get a more correct estimation of the quadratic trend of the clock bias series outliers need

to be corrected. They are searched for and corrected by using the formula

bj =
bj+1 + bj−1

2
; (1)
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where bj is a point of the series with number j .

If a trend change is present, the series is split and its parts are processed separately. Trend

change algorithm contains the following steps:

1. The second derivative of the series is computed.

2. If the second derivative of the clock bias series is at least 500 times larger or smaller than its

average, then we consider that a trend change has been detected.

2.2 Jump correction

The quadratic trend of the clock bias series is computed with the least squares method and

removed. Then a search for significant (more than 0.55 ns for 30-second clock file) differences

between neighbouring points is performed. When such difference is found (point with number k),

search for next difference that is not further from point k than 3 days is performed. If the next

difference is not found then the jump is absent. However if such difference is found (point n or the

series ends before that, the right border of correction interval is the last point in the series (point

n).

Jumps are being corrected by adding a linear trend on the correction interval. Difference

between borders of correction interval is computed (∆b = bk − bn). Correction on the interval

from point k to point n is performed using formula (2)

bk+i = bk+i − ∆b · i

n − k , 0 < i ≤ n − k (2)

2.3 Clock bias filtering

After jump correction filtering was performed. Kalman filter was used. Clock bias series were

modelled as wiener process ḃ = w , where w is random function. The following Kalman filter model

was used:

P =

{
σ2 , if error is present in clk file

10−24 s2 , if error is absent in clk file;

where P is error covariance. Predicted state estimate:

b−k+1 = bk

Predicted error covariance:

P−k+1 = Pk

Updated state estimate:

bk+1 = b−k+1 +Kk+1vk+1

vk+1 = bk+1 − b−k+1
Updated estimate covariance:

Pk+1 = (1−Kk+1)P−k+1
Optimal Kalman gain:

Kk+1 =
P−k+1H

⊤

H⊤P−k+1H + R

H = 1, R = 9 · 10−23 s2
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H is the observation model; R is the covariance of the observation noise; vk+1 is measurement

pre-fit residual.

3. RESULTS

Analysis was performed on 2017 satellite clock biases from IAC. Figure 1 shows the beginning

of a correction interval highlighted by the red vertical line. Figure 2 shows the end of the same

correction interval as on the Figure 1. It is noticeable that the processed time series does not have

a jump on 17.02.2017 at 11:39.
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Absense of jumps on the processed biases can be seen on Figure 3. Original biases show multiple

jumps on the same figure. It should be noted that differences are not accumulated.
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Figure 3: R09 correction

4. CONCLUSION

• Current processing methods for estimating satellite clock biases lead to jumps.

• The proposed correction algorithm allows to remove jumps in clock biases automatically.

• Applying this algorithm to processing of GNSS measurements leads to more precise results.
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ABSTRACT. The chaotic regime of rotation of minor planetary satellites taking place during

tidal evolution is considered. The possibility of the formation of strange attractors in the rotational

dynamics of all known minor planetary satellites of the Solar system is estimated. A detailed analysis

of the presence of anisotropy in the orientation of the satellite figure during its chaotic rotation

was carried out. The relativistic effect (the geodetic precession, which is the part of the effect

of the geodetic rotation) in the rotation of some minor satellites for the first time is investigated.

As a result, in Euler angles, the most significant systematic terms of the geodetic rotation are

calculated.

1. INTRODUCTION

Currently, the total number of known planetary satellites is approaching two hundred (see JPL

Solar System Dynamics, https://ssd.jpl.nasa.gov). Wisdom et al. (1984) showed that a

satellite of a strongly non-spherical shape (a typical shape of the small satellites) in an elliptical

orbit can rotate chaotically. It was found (Wisdom et al., 1984, Devyatkin et al., 2002, Harbison et

al., 2011) that the satellite of Saturn Hyperion (S7) is in chaotic rotation mode; Prometheus (S16)

and Pandora (S17) have a high probability (Kouprianov, Shevchenko, 2005; Melnikov, Shevchenko,

2008) of transition from synchronous to chaotic rotation. Studies (Khan et al., 1998; Beletskii,

2007; Melnikov, 2014) of the planar rotational motion of a satellite in the presence of tidal dis-

sipation have shown that, in the phase space of rotational motion, a strange attractor can exist.

Wisdom (1987) (see also Melnikov and Shevchenko (2008)) indicated that chaotic rotation of a

satellite may result in a preferred orientation of the largest axis of the satellites figure toward the

planet. If we consider the rotational motion of the satellite in the gravitational field of the planet

in the post-Newtonian approximation, it is necessary to take into account the effects of geodetic

precession and nutation, which together make up the geodetic rotation (De Sitter, 1916).

2. STRANGE ATTRACTORS IN THE ROTATION OF SATELLITES

Consider the plane (in the orbit plane) rotational motion of the satellite respect to its center

of mass. The equation of motion taking into account tidal interaction (within the framework of

the MacDonald model) has the form (Khan et al., 1998; Beletskii, 2007; Melnikov, 2014):

(1 + e cos f )
d2θ

df 2
+
[
β(1 + e cos f )5 − 2e sin f

] dθ

df
+ ω20 sin θ cos θ = 2e sin f ,

where e is the eccentricity, f is the true anomaly, ω0 ≃
√

3(a2 − b2)/(a2 + b2), a > b > c are

the semiaxes of a triaxial ellipsoid approximating the satellite figure; θ is the angle between the axis

of the smallest principal central moment of inertia of the satellite (the largest axis of the triaxial

ellipsoid) and the radius-vector “planet — the center of mass of the satellite”; the dimensionless

parameter β ≥ 0 characterizes the value of the tidal interaction. By calculating the Lyapunov

exponents (LE), we found that for certain values of e, ω0 and β in the phase space of rotational
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motion there is a strange attractor for which the maximum LE is greater than zero, that is, the

motion is chaotic. This conclusion is confirmed by the analysis of representative phase space

sections constructed for the selected values of e, ω0 and β. At the sections (see the example for

Hyperion in Figure 1a, b), there is a structure characteristic of a strange attractor. The sections

defined at the pericenter of the orbit; i.e., the variables are mapped each orbital period. For

most planet satellites whose shape parameters are determined, the values of β ∈ [10−6, 10−4]

(Melnikov, 2014). If we place these satellites on the plane (ω0, e), where the regions of existence

of the strange attractor are highlighted, then can be verify (see Figure 1c, d) that Hyperion (S7)

and Phoebe (S9) fall into these regions. Phoebe is in fast non-synchronous rotation (Andersson,

1972) and it is located in the phase space far from the strange attractor that exists in the vicinity

of synchronous resonance. Hyperion, for which β ∼ 10−6, is currently (Devyatkin et al., 2002,

Harbison et al., 2011) in the chaotic rotation mode and, most likely, the rotation occurs on a strange

attractor. Consequently, the probability that Hyperion can leave the chaotic rotation regime is very

small.

(a) (b)

(c) (d)

Figure 1: The phase space section of the planar rotational motion for e = 0.123, ω0 = 0.936

(Hyperion (S7)): (a) β = 0 there is no tidal interaction, (b) an example of a strange attractor for

β = 10−4. (c) and (d) are the regions of existence of the strange attractor (green) for different

values of β. Dots mark the locations of a some of known planetary satellites.
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3. ANISOTROPY IN THE CHAOTIC ROTATION OF SATELLITES

In (Kouprianov, Shevchenko, 2005; Melnikov, Shevchenko, 2008) it was shown that for two

satellites of Saturn : Prometheus (S16) and Pandora (S17) there is a high probability of a transition

from a synchronous rotation mode to a chaotic one. Our massive numerical experiments on

modeling the spatial chaotic rotation of Prometheus and Pandora showed that the chaotic rotation

of these satellites is similar to ordinary synchronous rotation. Namely, the satellites retain their

preferred orientation over long time intervals (100–1 000 orbital periods) : the largest axis of the

satellite’s figure is directed mainly to Saturn (see the example for the case of Prometheus in

Figures 2 and 3).

In Figure 3, on the integration time interval t = 105 of orbital periods, the behavior of σ is the

relative amount of time during, which the largest axis of the satellite figure is oriented to Saturn on

a segment of 1 000 of orbital periods is shown. It can be seen that the value σ ≃ 9%, which in the

case of Prometheus corresponds to “isotropic” chaotic rotation, is several times exceeded. The

chaotic rotational dynamics of Pandora has a similar character. It is expected that in the chaotic

rotational dynamics of other small planetary satellites in the vicinity of synchronous resonance

effect should manifest predominant orientation of their largest axis of the figures.

The discovered phenomenon can make it difficult to detect chaotic rotation of small satellites,

for which there are indications of a possible chaotic rotation, by analyzing observational data if the

observation interval is not large enough.
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Figure 2: Orientation of Prometheus (S16) in chaotic rotation. (a) The projection of the chaotic

trajectory to (φ, θ − f ) plane, where φ is the angle between the axis of rotation and the normal

to the plane of the orbit, θ is the angle between the largest axis of the satellite’s figure and the

direction to Saturn, f is the true anomaly. The integration time is 1 000 orbital periods. (b)

Density graph of discrete projections of a chaotic trajectory to (φ, θ − f ) plane. The integration

time is 10 000 orbital periods. The white area corresponds to n < 50. The direction to Saturn

corresponds to the point (0, 0).
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Figure 3: The relative percentage of time σ during which, with chaotic rotation, the largest axis of

the figure of Prometheus (S16) is oriented to Saturn. Under “isotropic” chaotic rotation σ ≃ 9%

(red dashed horizontal line).

4. GEODETIC ROTATION OF PLANET SATELLITES

The geodetic rotation of a body is the most essential relativistic effect of its rotation and

consist of two effects: the geodetic precession is the systematic effect and the geodetic nutation

is the periodic effect. These effects have some analogies with precession and nutation, which are

better-known events on the classical mechanics. Their emergence, unlike the last classical events,

are not depend on from influences of any forces to body, represents only the effect of the curvature

of space-time, predicted by general relativity (De Sitter, 1916), on a vector of the body rotation

axis carried along with an orbiting body.

Using the technique developed in (Pashkevich, 2016), we obtained estimates of the values of

the systematic terms in the Euler angles (ψ, θ, φ) and the rates of their change for the geodetic

rotation of a some of planetary satellites. Satellites were considered whose rotation parameters

were well established (see Archinal et al., 2018).

Table 1 shows the differences ∆x = xr − xN = ∆x1T + ∆x2T
2 + . . . of the relativistic (xr)

and Newtonian Euler angles (xN) of the body under study, where x = ψ, θ, φ. Only the first two

terms of the expansion are presented, making the main contribution to the geodetic precession;

∆xi values are given in arc seconds per thousand years. Figure 4 shows the rate of change of the

magnitude of the geodetic rotation.

Table 1: The systematic terms of geodetic rotation of Mercury and some planet satellites (in

as/tjy). J5 — Amalthea, S16 — Prometheus, S17 — Pandora, S8 — Iapetus, S9 — Phoebe,

U5 — Miranda.

Mercury J5 S16 S17 S8 S9 U5

∆ψ1 −426.4 −22118.2 −205.6 −197.2 −0.924 −0.021 67.04

∆ψ2 −0.039 −0.756 −1.623 −1.679 −0.656 −0.016 0.365

∆θ1 0.036 −0.092 −590.1 −566.0 −0.313 0.001 −0.472

∆θ2 −0.003 4.735 −3.283 −3.205 0.058 0.012 −0.0002

∆ϕ1 214.8 11055.2 −3275.7 −3142.2 −0.167 −0.005 −249.4

∆ϕ2 0.002 0.579 1.986 2.374 0.659 0.016 0.001
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Figure 4: The values of the velocities of the change in full effect of the geodetic rotation (black)

and in only geodetic precession of Mercury and some planet satellites (red line).

Despite the fact that the Sun (1 000 times) is more massive than Jupiter, the value of the

geodetic precession of the fifth satellite of Jupiter Amalthea is 50 times greater than the value of

the geodetic precession of Mercury, which is the largest among ones values of major planets of

Solar system (Pashkevich, 2016). Almatea (J5) is 300 times closer to Jupiter than Mercury is to

the Sun. Therefore, in this case, the value of the geodesic precession is greater for a satellite closer

to a low-mass central body than for a planet located at a greater distance from the Sun. In the

case of Amalthea, the geodetic precession we obtained is about 0.006 degrees of arc per year and

must be taken into account in the existing ephemeris (Archinal et al., 2018).
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